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I AGENDA

AFOSR CONTRACTOR'S MEETING

11-15 JUNE 1990I
NINDAY, 11 JUNE 19903PLASMA PROPULSION

10:00 - 10:30 Welcome

Research Highlights In Plasma Propulsion5 M A Birkan, AFOSR

10:30 - 11:15 Statistical Mechanics of Collective Phenomena In
Plasmas
J L Lebovitz, Rutgers University

11:15 - 11:45 Plasm Instabilities
I Y Choueriri, Princeton University

11:45 - 12:15 Nov Diagnostic Opportunities At The Astronautics
Laboratory
J C Andrev/R A Spores, Astronautics Laboratory

i 12:15 - 13:30 LUNCH

LOW PRESSURE PLASMA BASED PROPULSION

I Chair: J C Andrew
Astronautics Laboratory

13:30 - 13:55 Nonequlibrium And Radiation In MPD Plasmas
M Martinez-Sanchez,
Massachusetts Institute of Technology

5 13:55 - 14:20 Fundamental Research On Erosion In MPD Thrusters
V V Subramaniam, Ohio State University

14:20 - 14:45 Basic Processes of Plasma Propulsion
H Schrade, University of Stuttgart

14:45 - 15:10 Ionized Cluster Beams for Space Propulsion
R L Pooschel, Hughes Research Laboratories

15:10 - 15:40 BREAK

HIGH PRESSURE PLASMA BASED PROPULSION

Chair: R A Spoces

Astronautics Laboratory

15:40 - 16:05 Picosecond Laser Breakdovn Thresholds In Gases
D Keefer, University of Tennessee Space Institute
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MONDAT, 11 JUNE 1990

16:05 - 16:30 Plasma Scaling Mechanism For CW Laser Propulsion
H Ktier, University of Illinois

16:30"- 16:55 Coupling Between gas Dynamics And Microwave Energy
Absorption
M M Micci, Pennsylvania State University

16:55 - 17:20 Transport Processes in Beamed - Energy Propulsion
Systems
I A Beddini, University of Illinois

71
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TUESDAY, 12 JUNE 1990

Chair: J N Levine
Astronautics Laboratory

09:00 - 09:30 Welcome
Research Highlights In Rocket Combustion Instability
M A Birkan, AFOSR

09:30 - 10:00 Oscillatory Internal Flow In Solid Propellant Rockets
G A Flandro, Georgia Institute of Technology
R S Brown, United Technologies, CSD

10:00 - 10:30 Solid Rocket Combustion Phenomena
D K Kassoy, University of Colorado

£ 10:30 - 11:00 BlRAK

11:00 - 11:30 Energy Exchange Between Mean And Acoustic Flow Fields
J D Baum, SAI Corporation

11:30 - 12:00 Flame-Acoustic Wave Interactions During Axial Solid
Rocket InstabilitiesI B T Zinn, Georgia Institute of Technology

12:00 - 12:30 Distributed Combustion In-Solid Propellants5 N W Beckstead, Brigham Young University

12:30 - 14:00 LUNCH

I ROCKET COMBUSTION DYNAMICS

Chair: G Roy3 Office of Naval Research

14:00 - 14:30 Fractal Image Compression of Rayleigh, Raman, LIF and
LDV data in Turbulent Reacting Flow
V C Strahle, Georgia Institute of Technology

14:30 - 15:00 Plume TechnologyI D P Weaver, Astronautics Laboratory

15:00 - 15:30 Kinetic Studies of Metal Combustion In Propulsion

5 A Fontijn, RPI

15:30 - 16:00 BREAK

16:00 16:30 Chemical Kinetics of NitraminesI M Branch, University of Colorado

16:30 - 17:00 Structure, Property And Reactivity relationships Among
Energetic Materials
T B Brill, University of Delevare

17:00 - 17:30 High Pressure Combustion Kinetics of Propellants
J T Edwards, Astronautics Laboratory
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WEDNESDAY 13 JUNE 1990

08:15 - 08:30 Welcome and Administrative Announcements

Chairman: Dr Irwin Lezberg
NASA Levis Research Center

Session Topic: Combustion Enbancement

08:30 - 09:00 Initiation and Modification of Reaction by Energy
Additions: Kinetic and Transport Phenomena
F I Fendell and H-S Chou, TRW, Inc

09:00 - 09:30 Fundamental Studies of Laser Ignition and Kinetics in
Reactive Systems
A V Niziolek, U S Army Ballistic Research Laboratory

Session Topic: Diagnostics

09:30 - 10:00 Detecting Microwave Emissions From Terrestrial
Sources: A Feasibility Study
T EWlert and T K Ishii, Marquette University

10:00 - 10:30 Nonlinear Spectroscopy of Multicomponent Droplets and
Two- And Three-Dimensional Measurements in Flames
R K Chang, M B Long, and R Kuc, Yale University

10:30 - 11:00 BREAK

11:00 - 12:00 Upcoming Space Shuttle Mission Report
Franklin Chang-Diaz, Lyndon B Johnson Space Center

12:00 - 01:15 LUNCH

Chairman: Dr J T Edwards,
Astronautics Laboratory, APSC
Session Topic: Diagnostics

01:15 - 02:00 Advanced Diagnostics for Reacting Flows
Ron Hanson, Stanford University

02:00 - 02:30 CATCARS: Two-Dimensional Coherent Anti-Stokes Raman
Scattering With Application To The Hydrogen Arcjet
I J Baiting, Aerospace Corporation

02:30 - 03:00 Energy Conversion Device Diagnostics

Bish Ganguly, WRDC/POOC-3

03:00 - 03:30 BREAK

03:30 - 04:00 Plasma Propulsion Diagnostics
R Spores, AL/LSVE

04:00 - 04:30 Novel Nonlinear Laser Diagnostic Techniques
D Huestis, 0 Faris, and J Jeffries, SRI International

04:30 - 05:00 Asynchronous Optical Sampling for Laser-Based
Combustion Diagnostics in High-Pressure Flames
G B King, N M Laurendeau, and F I Lytle,
Purdue University

05:00 BUSINESS MEETING, Investigators in Dr Tishkoff£s
Programs Only 9
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'(RSDAY, 14 JUNE 1990

'I Chairman: Lt Col Larry Davis
A£0os/NC5 Session Topic: Boron

08:30 - 09:00 Production and Coating of Pure Boron Powders
H F Calcote, AeroChem Research Laboratories, Inc

09:00 - 09:30 Coating of Boron Powders By Chemical Vapor Deposition
C Senior, PSI Technology Company

1 09:30 - 10:00 Production and Coating of Pure Boron Powders
C Criner, Mach I, Inc

3 10:00 - 10:30 Particle-Laden Combustion Flows

K K Kuo, Pennsylvania State University

i 10:30 - 11:00 BREAK

11:00 - 11:30 Characterization of IR Emission from Boron Combustion3 K Annen, Aerodyne Research, Inc

11:30 - 12:00 Transport Phenomena and Interfacial Kinetics in
Multiphase Combustion Systems
D E Rosner, Yale University

12:00 - 12:30 Kinetic Studies of Metal Combustion in Propulsion
A Fontijn, Rensselaer Polytechnic Institute

12:30 - 02:00 LUNCH

1 02:00 - 05:00 WORKSHOPS

Boron
(Lt Col Larry Davis, AFOSR)

Soot
(Dr Ken Brezinsky, Princeton University)

Sprays
(Dr Michael Winter, United Technologies Research
Center)

Supersonic Combustion
(Dr G B Northam, NASA Langley Research Center)

Turbulent Reacting Flow3 (Dr Werner Dahm, University of Michigan)

I
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FRDY, 15 JuNE 1990

Chairman: Dr David Mann,
U S Army Research Office
Session Topic: Sprays

09:00 - 09:30 Fundamental Studies of Droplet Interactions in Dense
Sprays
V A Sirignano and S E Elghobashi, University of
California, Irvine

09:30 - 10:00 Particle Dispersion In Turbulent Shear Flows
I M Kennedy and V Kolluan, University of
California, Davis

10:00 - 10:30 BREAK

10:30 - 11:00 Drop/Gas Interactions In Dense Sprays
G M Faeth, University of Michigan

11:00 - 11:30 Investigations of the Applications of Laser-Induced
Exciplex Fluorescence to Fuel Spray and Single Droplet
Vaporization
L A Melton, University of Texas, Dallas and
M Winter, United Technologies Research Center

11:30 - 01:00 LUNCH

Chairman: Capt Wayne Chepren,
AFESC/RDV
Session Topic: Soot

01:00 - 01:30 Fuels Combustion Research
I Glassman, Princeton University

01:30 - 02:00 The Determination of Rate-Limiting Steps During Soot
Formation
M B Colkett III, United Technologies Research Center

02:00 - 02:30 Soot Particle Inception and Growth Processes in
Combustion
R J Santoro, Pennsylvania State University

02:30 - 03:00 BREAK

03:00 - 3:30 Computer Modeling of Soot Formation Comparing Free
Radical and Ionic Mechanisms
M Frenklach, Pennsylvania State University

03:30 - 04:00 Computer Modeling of Soot Formation Comparing Free
Radical and Ionic Mechanisms
H F Calcote, AeroChem Research Laboratories, Inc

04:00 - 04:30 A Systematic Approach To Combustion Model Reduction
and Lumping
H Rabitz and F L Dryer, Princeton University

04:30 ADJOURN
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ENERGY DISTRIBUTION IN ARCJET THRUSTERS

(AFOSR Grant/Contract No. 2308M4)I
Ronald A. Spores

3 Air Force Astronautics Laboratory, Edwards Air Force Base, Ca. 93523

I
Sum rQ eiw3 There is a strong need to improve our fundamental understanding of electrothermal

arcjets with the ultimate goal of increasing both efficiency and specific impulse. A research

3 effort using emission spectroscopy, two-color pyrometry and analytical modeling is being

developed to better understand and minimize the major energy loss mechanisms in arcjet

thrusters, for example: anode heat losses, viscous losses and frozen flow losses. Research

in these areas will assist in optimizing the overall design configuration and thermal5 characteristics of arcjet propulsion devices. _ . v'2 -Ty

3 Arcjet thrusters, which utilize electrothermal acceleration of the propellant, will be

the next major advancement in the area of operational electric propulsion technology. The3 present maximum obtained specific impulse is slightly over 800 sec for a 30 KW ammonia

arcjet and Isp=4 5 0 sec for a 1 KW arcjet using hydrazine: these values represent major

improvements over chemical combustion technology, however arcjets are still not well

understood and substantial improvements are possible.

Many mechanisms of energy loss occur in these type of devices and typically only

40% of the initial input power is actually transferred to usable kinetic energy. Areas of
energy loss include: -15% of the input power is lost as heat to the anode while -40% of the3 energy actually transferred to the propellant is lost as frozen flow, viscous losses or via

improper nozzle expansion. This research effort, which would have benefits throughout

3 the arcjet design, is directed towards improved understanding of the energy transport in the

anode body and gas propellant.

The energy distribution throughout arcjet thrusters is a very interrelated issue. For

example, one proposed project is to locally cool the tungsten anode in the region of theg constrictor and arc attachment by passing the propellant fluid through cooling channels.

£ 12



This will then allow the nozzle to run with higher wall temperatures increasing heat transfer
to the nozzle boundary layer. The lower density will then reduce the viscous losses
allowing for a longer nozzle design that would increase the available time for molecular
recombination thus decreasing frozen flow losses and enhancing thruster efficiency. Using

the propellant fluid to cool the anode in a regenerative fashion also utilizes the wasted
thermal energy to preheat the propellant again leading to improved efficiency.

This research endeavor will be broken down into several projects each looking at a
particular aspect of the overall effort:

1) The interior of the nozzle region will be investigated by both looking upstream

along the axis of the engine and viewing the nozzle region off-axis using emission
spectroscopy. Optical access will also be gained by peering through quartz filled viewing

slits cut through the anode into the nozzle. Information pertaining to the mode of anode arc
attachment and its temperature distribution will be obtained with these techniques. By
focusing the optics farther upstream into the constrictor region, information about peak
temperature of the plasma and thermal gradients to the constrictor wall can potentially be
acquired. Temperature measurements of the internal walls can be investigated using two-
color pyrometry observations through optical access windows immediately after the arc is

extinguished.

Unfortunately, very little research has been directed towards obtaining internal
plasma diagnostics in arcjets and an extensive effort to design the optical access windows

and sealing techniques will probably be required.
2) Experimentally, the energy distribution in the excited and ionized states can be

analyzed in the plume as a function of nozzle length with emission spectroscopy. The
doppler shift of emission line profiles will also be analyzed as the nozzle shape and length
are varied in order to better comprehend and reduce the radial and azimuthal velocity

components in the exhaust plume.
3) The effectiveness of preheating the propellant will be determined by measuring

inlet temperature via a thermocouple positioned just inside the injector port (if it survives)
and observing how performance is affected by inlet propellant temperature. An alternate

approach will be to observe the injector port through an optical access window getting
temperature from two-color pyrometry; the injector port would be treated as a black body

cavity with the incoming propellant assumed in equilibrium.
4) Increased operating pressure of the propellant has been shown to enhance thrust

performance by reducing the mean free paths between atoms thus diminishing frozen flow
losses. The other main approach to reduce frozen flow is to lengthen the nozzle.

Unfortunately, the longer the nozzle the higher the viscous losses and thus a trade off study

13



I of these loss mechanisms, as a function of nozzle pressure and nozzle wall temperature
would be beneficial for optimum nozzle design. Anode voltage fall would be another
interesting factor to investigate as a function of wall temperature. The anode wall

temperature will be varied by using water-cooling through the anode body to control heat3 flux while an analytical model will be utilized to determine viscous drag losses in the

boundary layer profiles.

I
I
I
a
I
I

I
I

I
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NONEQUILIBRIUM IONIZATION IN PLASMA
ACCELERATORS

3 AFOSR Grant No. 86-0119

3 M. Martinez-Sanchez
Massachusetts Institute of Technology

Cambridge, Massachusetts 02139, U.S.A.

Summary

3 Plasma accelerators operate under the influence of gasdynamic, kinetic, and electromagnetic
processes. It is unlikely that equilibrium flow will be approached, due to the magnitude of
the ratio power density/mass density in these thrusters. Nonequilibrium production rates
between these levels and the continuum are used in an analysis of the steady and unsteady
behavior of the plasma. The influence of radiation and diffusion on these rates is evaluated.
We determine that only at small temperatures compared to the energy gap between the first
excited state and the continuum is a multi-level model required.

Technical Discussion3 We model an atom or ion by its electronically excited states, using lumped states to reduce computations as
well as to facilitate analysis. Three species were of concern: the hydrogen and argon atoms and the argon
ion. Given the structure of the atom or ion, a finite-rate model of the interactions amongst these levels and1 between the levels and the continuum is used. The processes to be included are:

o Electron-atom excitation/deexcitation collisions.3 . Electron-atom ionization and electron-electron-ion recombination collisions.

o Net dexcitation due to radiative decay and its inverse.£ o Net recombination due to radiative recombination and its inverse.

A classical approach is taken in writing net production rate equations for each of the levels and the con-
tinuum. The continuum equation is the sum of collisional ionization and losses from collisional recombination
and radiative recombination:I2

it = n . kSkc - fe -(neSck + Ackfck) (1)
k k

The rate equations for a level k are the sum of: excitation and dexcitation processes with other levels,
recombination from the continuum minus ionization, the gain from radiative decays from higher levels minus3 the loss by radiative decay to lower levels, and radiative recombination:

ilk= f[ZF - fASk,) + neSk - nkSkcI + 1 - n , -+ nAck#.,k (2)
i ~k L>k j<k

Where nk is the number density of level k (k = 1 is the ground state, k = 2 the first excited state, and
so on), the Sjk terms are collisional rate coefficients (calculated), the Aki terms are the Einstein transition
probabilities (for radiative decay; tabulated), and the P = 1 - absorption are the radiative escape factors

(assumed based on estimates or calculated in cases where it may be critical).

*15



In this model, the escape factors are varied somewhat, although, in general, experimental evidence seems
to indicate that Aik P 0 for I = k < 1, and fik f I for I < k < 1; ie., most plasmas are optically thick
towards the ground state, but optically thin for all other inter-level transfers. For the radiative line between
the first excited state and the ground, for example, the escape factor is on the order of 10- under typical
conditions. For a channel of height h = .02m, then nenl < 1032 m- " for a significant #21, which is either a
very low number density or an ionization fraction which is either very small (for broadening due to collisions
with electrons) or close to 1.

For the ambipolar loss, we use a model which assumes ion-attracting walls, a uniform loss rate (parabolic
density profile), and requires that at the edge of the sheath ambipolar diffusion is balanced by direct ion loss
to the wall,

dn.
nevB= d7y

where vn = is the ion Bohm velocity and the ambipolar diffusion coefficient is:

D. +~ krICTg 1

" me 2 Qnefltot

Then the ambipolar diffusion rate to the walls is:

12D n(?a&)omb = 1 +

The ion loss will be limited by direct ion loss to the walls for low values of the factor hnt, t, and limited
by diffusion (i-n collisions) at high values. Most cases of interest for plasma accelerators are near to the
transition point, hnt,,t 7 x 101sm - 2 .

The rate equations can be rewritten through use of the microreversibility relationships between the
collisional rate coefficients:

S =o = Sk S(k, T,)Sk

nn

where S(k, T.) = is the Saha equilibrium factor for level k (superscript * denotes the equilibrium value).

The resulting equations deal directly with the effects of each level being out of equilibrium. Writing the ratio
of a level's population to its equilibrium population as bk 2k , then (bk - 1)Sck is the net ionization rate

due to collisions from level k and (bi - bk)Ski is the net gain of level k atoms due to excitation/dexcitation
processes involving k and another level j. Equations I and 2 become:

i= n'(F(, E A,)Sfic) (3)
h nle (bk - llScI. -~ n.1

ne

SiZ(=, )- b)Sk, - Sc (b - 1)1

.ok S (k, Te)

(b - 1)Akk (bk - 1)Akjf-k,

+ "(1 L(,j <,T, S (k, T.)
I>k i<k

+ A _ - Akik4)
I>k S(I,2T,) - (k,T,)

The collisional rate coefficients vary inversely with the energy gap between the levels involved in the
transition. Therefore the collisional rates for the excited states are much higher than for the ground state,
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due to the smaller gaps. For stationary or moving plasmas, then, we could assume that all the excited states
have nh = 0, and that only the ground state rates are on the order of convective and diffusive terms in the
continuity equation:

' + V (n.) = 4. - (h.)diff

In this case, equation 4 could be used to solve for all of the bk - 1 as a function of the ground state, b, - 13 in a form:

(bk - 1) = Xk(B, ne, T.)(b, - 1) + T(nTe)

3 where represents the matrix of escape factors, and t is entirely due to radiation, coming from the last
line of equation 4. Plugging this form into the continuum rate equation, 3, assume that n. ft ni, and rewrite
the equation as:

t h q a i o s t = n n It S ( 1 , T ) I ( X A + -1 0 ) S . - n ' Z X k S k j - n ~ 2 A c kJ9 C k (5 )
k 1 ke k

We can compare this with the standard form of the equation for a two-level model, 4, = nen, S.c - n3S8 .•
The corresponding overall rate coefficients, neglecting the radiative recombination term, are ionization:
Sac = S(I, T) Ik(Xk + -+rk)Sck, and recombination: Sc. = Ek XkSck. It should be noted that, although
the recombination terms, Xck diverge as k -* oo, the factors xk fall off fast enoughwith k so that the series will
converge. Overall microreversibility, -S S(1, T) only holds when the plasma is collisionally dominated
(k negligible). 

See

We can estimate the degree of nonequilibrium of the ground state, b, under simple conditions. In a
steady state, nonconvecting plasma, ion production due to collisional and radiative processes is balanced by
ambipolar diffusion/recombination at the wall:

12D ni

= 1 + h

Looking at a fairly high temperature case where the upper levels do not contribute significantly, and at
a relatively high hntt, then the ground state can be determined from (using mks units):

bi - 1 I -- + 17106

The effects of the radiative processes are most significant below n, P 102 1 m 3 and diffusion effects are
strong whenever n, < 4 x 102 3m3 . Sci is roughly proportional to T exp(k, ), for the temperatures of
interest here (kBT. < eV,), Soi increases with decreasing temperature. Thus equilibrium is most likely at
high n. and low T6.

The kinetic approach is also used to simulate a two-component gas: either two different atomic species or
the atom and ion of the same species. Two cases were simulated: a gas (here, argon) whici has a relatively
small concentration of a second gas (here, hydrogen) added to it and the argon atom and ion. As earlier, only
electronic collisions are considered. It is further assumed that the time scale for electron-electron equilibrium
(in a Maxwellian distribution at T.) is short compared to all others so that only one electron temperature is
necessary.

Figures 1-3 show how the net collisional ionization flux in argon, normalized by the ground state flux,

varies with excited level. This is ("'419 or, for a collisionally dominated case, Xk s- Note that at low
temperatures the flux comes mostly from a high level peak, at moderate temperatures most of the levels have
fluxes at similar orders of magnitude, and at high temperatures the flux comes mostly from the ground state.
Thus, only at relatively low temperatures (when the average electron kinetic energy is small compared to the
gap between the first excited state and the continuum: . 1) are the excited levels critical; at high
temperatures, at most the first excited state contributes. ignre 4 is a comparison of overall recombination
coefficients, Sa., from this model (both for hydrogen and argon) and the Hinnov-Hirshberg formulation.
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Columbus, Ohio 43210

I
I SUMMARY/OVERVIEW:

The purpose of this research is to understand and quantify the mechanisms responsible for
erosion in steady state magnetoplasmadynamic (MPD) thrusters. This is an important step in
being able to predict thruster lifetimes. A major if not dominant erosion mechanism in the
diffuse mode, is evaporation. This analytical work aims to understand this mechanism in

II particular, its limits, and to provide quantitative models in order to estimate the electrode
lifetimes.

TECHNICAL DISCUSSION

I Erosion processes depend on a complex coupling between plasma discharge characteristics,
plasma-wa interactions, and electrode phenomena. In particular, erosion rates depend on
whether the current conduction is through localized spots, or via a diffuse (distributed) mode.
Spots are detrimental to the electrode material because of their high erosion rates. Therefore,
it is important to understand how and under what conditions they may be formed, and exactly
when diffuse mode behaviour ends. Much of the focus of this research is on the cathode,
although the anode has also been studied. The thermal response of the electrodes at steady
state has been studied and for the first time, been coupled to existing models of the flowing

* 3plasma[l-5]. These will be briefly reviewed next, followed by a short summary of ongoing
and planned research.

Recently developed simple models of the electrode-adjacent sheath have revealed a thermal
runaway mechanism that can limit diffuse mode operation[I,2]. The thermal runaway is
caused by a positive feedback between electron bombardment and thermionic emission. This
is predicted to occur at high total currents for a given mass flow and thruster geometry, for
both the anode and the cathode. Limits have been derived for both the minimum sheath
voltage drops as well as the maximum local surface temperatures at which this thermal
runaway occurs. The predicted critical temperatures for tungsten and thoriated tungsten
(approximately 3200 K and 2850 K respectively) are well below the melting temperature. In
addition to identifying limits to steady state operation, electrode surface temperatures and
evaporative erosion rates have been predicted for a given steady state operating point. The
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steady state electrode surface temperature is related to the global parameters such as electrode
material, geometry, discharge current, and propellant mass flow rate. Once these quantities
are specified, the profiles of current density, charged particle number density, and temperature
versus distance along the electrode can be computed for the core flow far away from the
walls. These are computed by solving the quasi one-dimensional non-equilibrium ionizing
MPD equations[3,4], which subsequently serve as boundary conditions to an approximate
two-temperature non-equilibrium ionizing viscous boundary layer model[5]. This boundary
layer model is then able to predict the charged particle number densities near the electrode
surfaces. Finally, coupling these solutions to the electrode-adjacent sheath serves to
simultaneously determine the sheath voltage drop as well as the surface temperature. This
overall strategy is an effective means of predicting evaporative electrode erosion rates for
steady state MPD thrusters, as can be seen from a comparison between the shapes of the
predicted and experimentally measured profiles (see Fig. 1 and Fig. 2).

Despite the apparent successes of our approximate models, two weaknesses remain. First, the
behavior of the cathode sheath at conditions where the current densities are high (above
10s Aim 2) and the number densities are low (below 1020 m- 3) is presently unknown. It is
expected that the electron velocity distribution function will be substantially different from the
Maxwellian distribution since the characteristic energy relaxation time is far greater than the
momentum relaxation time. Consequently, the electrons in the near sheath region consist of
two groups. These are the "slow" plasma electrons, and the "fast" electrons thermionically
emitted from the electrode surface that gain substantial energy from the cathode fall. Based
on this, a mechanism for enhanced ionization near emitting electrodes is being proposed and
investigated. It is suggested that re-absorption of resonance radiation from the bulk of the
flowing plasma produces a high density of excited states near the electrodes. These excited
atoms are then subsequently ionized by electron impact from the thermionically emitted
electrons when the sheath voltage drops reach levels on the order of the difference between
the ionization potential and the energy of the first excited state. Second, the presence of these
"fast" electrons in a region where only a few collisions take place, can excite large
longitudinal oscillations[6]. This can lead to unsteady behavior in the terminal voltage which
is observed at Onset. Future research is therefore aimed at studying transport of resonance
radiation in the MPD plasma, and incorporating transient response in the sheath models.
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Fig. 1: Cathode surface temperatures versus distance along the cathode predicted by
the present theory, are shown here for various values of the fraction of the ohmic
heating removed via external cooling (f), for a total current of 2275 A and an argon3 mass flow rate of 0.1 g/s. This corresponds to the same value of J21n as for Fig. 2.

2



tn0

E
E

cU
fn

_n c

DCL V 04

o

Go 0

co E,
mE

____ ____ ____ ___00

U)~4 Itw ~

w' C9)( (CO w Cu

22



I

I BASIC PROCESSES OF PLASMA PROPULSION

AFOSR Grant No. 86-0337
Principal Investigator: Herbert 0. Schrade

Institute for Space Systems
University of Stuttgart

Pfaffenwaldring 31
D-7000 Stuttgart 80

FRG

I
SUMMARY/OVERVIEW

The research work deals with critical, not fully understood
problem areas in plasma thruster devices in order to assess
and improve their performance and reliability. Major emphasis
is placed on developing and improving of computational
methods in order to predict thruster performance, on explo-
ring plasma stability behaviour and on investigating electro-
de erosion effects and mechanisms in order to get a better
understanding on the reliability and lifetime of plasma thru-
sters.

I AUTHORS

H. 0. Schrade
Chr. SlezionaI
TECHNICAL DISCUSSION

Plasma thrusters like Arcjet- or Magnetoplasma-dynamic

accelerators are for many space missions advantageous with
respect to conventional chemical and even superior to the
higher Isp ion engines. Despite of their fairly simple
design, however, there is still the need to understand and to
assess certain fundamental processes and problem areas in
order to predict and improve the performance of these
propulsion devices. The emphasis of this work is therefore
placed on

a) developing and improving of computational methods for
plasma thrusters.

* b) exploring plasma stability in those devices

c) investigating of electrode erosion effects and arc cathode3 attachment mechanisms.

I



(a) Based on a previously developed semi two-dimensional
MPD-code which distinguishes between the electron - and
heavy particle temperature the influence of a geometrical
change of the thruster on its performance has been deter-
mined. In Fig. 1 the constant electrical potential lines
are plotted for these different constrictors and dischan-
ge chamber configurations of the Stuttgart nozzle type
MPD thruster at m = 0,8 g/s Argon and I = 2000 A.
With increasing constrictor diameters the voltage decre-
ases which is in good agreement with the experimental
findings. Development work on a fully two and even three
dimensional MPD Code based on a finite volume method is
being continued. Within these codes one assumes that the
plasma boundary is identical with the thruster contour.
In reality escpecially at higher mass flow rates the
boundary between the electrically heated plasma region
and the unaffected surrounding cold gas flow becomes a
free stream boundary the configuration of which must be
determined. A first model calculation reveals that the
discharge contour is beside the current a strong function
of the ambient pressure (see view graphs).

(b) Plasma stability considerations have been continued. The
original theory which allows to determine stable and
instable current carrying plasma channels in a constant
magnetic field is being extended in order to include also
inhomogenous fields. Based on this theory typical onset
effects observed in the nozzle type MPD-thrusters could
be explained. One also can show that stable helical-sha-
ped discharge channels are possible. This will be discus-
sed in more detail as soon as the extended version of the
stability theory is available.

(c) The cathode erosion experiments have been continued with
different electrode materials like aluminum, copper,
V2A-steel and tungsten. By means of a PFN-capacitor bat-
tery and a trigger electrode the cathode is charged by a
rectangular current puls of about 1400 A for about 2 ms.
The measured erosion rate for tungsten electrodes at
different ambient nitrogen pressure as as function of the
number of pulses or accumulated electric charge is plot-
ted in Fig. I. One can see that with increasing pressure
the erosion rate drops and that it asymptotically reaches
its highest value after many pulses.

In Fig. 3 the maximum erosion rate is plotted as function
of pressure. It shows a threshold drop when the ambient
pressure increased above 100 Pa. This effect can be qua-
litatively explained by the recently developed spot theo-
ry. The arc traces left on the cathode surface are inve-
stigated by means of SEM pictures and show many separate
and overlapping craters.
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3 IONIZED CLUSTER BEAMS FOR SPACE PROPULSION
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3 SUMMARY/OVERVIEW:

Space propulsion systems must operate in the 1000 s < Isp <2000 s to make optimum use of foreseeable on-board electric power
sources. Electrostatic ion thrusters operated with elemental

materials cannot achieve practical thrust density in this range
of operation because of space charge limitations. Operation of
an electrostatic thruster with massive ions circumvents the space
charge limitation, but raises the question of how to form massive

ions. Researchers in the 1960's obtained good propulsion
characteristics using large organic molecules, but were not able
to overcome the difficulties associated with dispensing and
ionizing organic materials. If clusters of inert-gas atoms can
be formed and ionized efficiently, it may be possible to achieve
the desired propulsion characteristics.

TECHNICAL DISCUSSION

In recent years, large clusters of atoms have been generated
in the exhaust beam of gases expanded through supersonic nozzles
into a vacuum1 . These large clusters of atoms are bound together
by Van der Waals forces, and the size is dependent on the nozzle
geometry, the nozzle temperature, the gas species, and the
stagnation pressure. Clusters of 200 atoms or more are quite
stable, and can be ionized by electron bombardment without
fragmentation. At Hughes Research Laboratories, we have studied
cluster formation in some inert gases, and gas mixtures 2. Hughes
has developed relatively straightforward methods to generate
clusters in the 1000 to 2000 atom range, and to reproducibly
control the cluster size by controlling the gas pressure and
nozzle temperature. In principle, it should be possible to
tailor the mass of these Van der Waals clusters to fit the
requirements of a propulsion system that could operate in the
1000 s < olp < 2000 s range. The feasibility of such a
propulsion system depends on being able to form clusters
efficiently and with the desired size.

Our approach is to form clusters using a mixture of two
gases. These gases will be pre-mixed in specified proportion and
when exhausted isentropically through a nozzle, one gas (which we

2



will call the thrust gas) will form clusters, and the other gas
(which we will call the carrier gas) will serve as the medium for
extracting the heat of condensation from the clusters. For this
cluster-ion concept to be viable in a propulsion system, a major
fraction of the thrust gas must form clusters of the desired
size, and the mass of the carrier gas must be a relatively small
fraction of the mass of the total gas mixture. Under our study,
we plan to measure the cluster size distribution and the
efficiency of cluster formation in gas mixtures of hydrogen, as
the carrier gas, with an inert gas (xenon and/or argon), as the
thrust gas. We will analyze the results of these measurements in
terms of cluster applicability for use in an electrostatic thrust
system, and we will calculate the thrust system performance as a
function of mission *parameters (power available, power source
voltage, propellant requirements, etc.).

Figure 1 shows schematically how clusters are formed by
isentropic expansion of gas at relatively high pressure through a
supersonic nozzle into vacuum. All of the gas atoms and clusters
in the central cone of the flow field are accelerated to the same
velocity, and this velocity is a function only of the gas species
and the nozzle temperature. To obtain an ionized cluster beam
the nozzle is fitted with a skimmer and ionization cell as shown
in Figure 2. The clusters and gas atoms are ionized by electron
bombardment in the ionization cell. Electrons emitted by the
filament are accelerated across the gas stream by the potential
applied to G1 and eventually collected on the anode grid, G2.
The drift velocity carries the ionized clusters and atoms to the
extraction grid, G3, where they are accelerated by the electric
field resulting from the voltage applied between grids G3 and G4.

Because the drift velocity, vs, is the same for the clusters
and gas atoms in the core of the expansion, it is possible to
determine the cluster size distribution using the voltage-current
(i.e. retarding potential) characteristic measured with a gridded
Faraday cup collector (see Figure 2). Having obtained the
cluster size distribution, the measured ion current and gas flow
rates can be used to evaluate the efficiency of cluster
formation.

REFERENCES

1. Hagena, O.F., and Obert, W., "Cluster formation in expanding
supersonic jets: effect of pressure, temperature, nozzle
size and test gas", J. Chem. Phys. 56, 1793-1802 (1972).

2. Knauer, W. and Poeschel, R.L., "Cluster Beam Studies", Final
Technical Report for USAF Contract F49620-85-C-0125, AFOSR,
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The objective of this research is to develop an understanding of the basic
physical processes that control the interaction of plasmas sustained by laser
beams in a flowing propellant gas. Previous experimental and theoretical studies
have provided a reasonable understanding of these processes in flowing plasmas
sustained by continuous lasers, and have shown that the absorption efficiency and
radiation losses can be controlled through a combination of optical geometry,
pressure and flow configuration. Practical beamed laser propulsion systems may
require laser powers greater than one megawatt, and current laser development for
other applications suggest that lasers capable of delivering average powers at
these levels will be free electron lasers (FEL). The power from these free
electron lasers will be pulsed, rather than continuous, and we have successfully
sustained quasi-steady argon plasmas using the RF linac free electron laser at3 Los Alamos National Laboratory (LANL).

Attempts were made to initiate plasmas in both nitrogen and hydrogen using
the same experimental procedures as for argon. These attempts were not
uccessful, even though the pulse energy was an order of magnitude larger than
our observed threshold for argon. This result is somewhat surprising, since
predicted breakdown thresholds using 10.6 micron wavelength and 10 ps duration
pulses for hydrogen and nitrogen are essentially the same as for argon.

3 In a plasma sustained by the absorption of power from a continuous laser,
the power is absorbed primarily through inverse bremsstrahlung (free-free
transitions in the electrons). The electrons are maintained in local thermody-
namic equilibrium by electron-electron and electron-ion collisions, and the
absorption coefficient can be accurately predicted using the Kramer-Unsoldtheory. In free electron lasers, the pulse duration may be as short as a few
picoseconds; a time similar to the electron collision time. Under these
conditions it is unlikely that the electrons will maintain a Maxwelliandistribution, and the absorption predicted by the Kramers-Unsold theory may no
longer apply. After the pulse terminates, the plasma will begin to decay from
its nonequilibrium state through radiative and collisional processes, and may
approach a local thermodynamic equilibrium prior to the arrival of the next
pulse. If the time between pulses is sufficiently short, then subsequent pulseswill be absorbed by the plasma remaining from the previous pulse, and a
quasi-steady-state may be achieved, similar to plasmas sustained by continuous

* laser beams.

The RF linac free electron laser at LANL produces a burst of mode-locked
micropulses having a duration of approximately 10 ps at a wavelength of 10.6
micrometers and a peak power of approximately 50 MW. These micropulses are
spaced 46 ns apart in a burst (macropulse) lasting for 100 to 300 microseconds.
The macropulses occur at rate of 1 Hz, and the average power during the duration
of the macropulse is approximately 10 kW.

Self initiation of plasmas (breakdown) at the focus of a pulsed laser beam
has been observed since the advent of Q-switched ruby lasers nearly thirty years
ago. In general, the threshold intensity required for breakdown is inversely
related to the pulse length for pulses shorter than a microsecond. At the
intensities characteristic of our FEL experiments it is likely that breakdown did
not occur at the first 10 ps pulse, but cascaded through absorption of subsequent
pulses in the plasma electrons remaining from previous pulses.
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We are developing a theoretical model to investigate the question of
breakdown threshold for the long wavelength, short pulse regime of our
experiments. During the 10 ps duration of the laser pulse, there are only
approximately 250 optical cycles and only approximately 10 electron-atom
collisions. To study this process, we have developed a model to calculate the
evolution of the electron distribution function throughout a sequence of 10
picosecond pulses, following the electron cascade to breakdown. During the
process leading up to breakdown, optical energy is absorbed by the electrons, and
elastic collisions between the electrons and atoms are dominant. These elastic
collisions are modeled assuming that the electrons do not lose any kinetic energy
to the massive atom, and the average collision results in a 90 degree change in
the electron direction. As the electrons gain energy, inelastic collisions
produce excited atoms and molecules and produce additional electrons through
impact ionization. In our model we include molecular vibration and dissociation
for hydrogen, and ionization from metastable atoms for argon.

Between collisions, the electron oscillates in the optical electric field
gaining "quiver" energy. On collision, the electron changes direction and begins
to gain additional energy from the electric field. In this way the electron
rapidly gains energy from the electric field and begins suffering inelastic
collisions which leads to additional electrons being formed by impact ionization.
During the time between pulses the high energy electrons continue to suffer
inelastic collisions producing additional electrons and reducing the average
energy of the electron distribution. The next pulse interacts with all the
electrons created by the previous pulse and the number of electrons cascade over
several pulses to breakdown. The calculation begins with a single electron in
the focal volume and cascades until the focal volume is fully ionized. For the
conditions of the LANL experiments the focal volume contains approximately 1012
electrons. An example of the model calculation is shown in Figure 1. The number
of electrons in the focal volume increases in a stepwise fashion as each new
micropulse is absorbed. For argon the excitated atom population is also shown.
The argon reaches breakdown during the 7th pulse, and hydrogen reaches breakdown
during the 9th pulse.

Obviously, the model predictions do not agree with the observed results.
Recombination and attachment were included in the model, but their effect was
negligible for both gases. Diffusion of the electrons out of the focal volume
may occur during the last few pulses preceding breakdown, but these would be
similar for both hydrogen and argon. Preliminary calculations based on the
Taylor similarity solution for point explosions suggest that gasdynamic expansion
during the last few pulses may reduce the electron gain per pulse to zero for
hydrogen but not for argon. This could explain the observed difference in
breakdown threshold in the FEL experiments. Additional experiments and more
detailed theoretical calculations will be required to resolve this issue.

The combination of pulse length and wavelength used in the LANL experiments
are unique to that FEL. However, we have undertaken an experimental study of
picosecond pulse breakdown using single pulses produced by a neodymium-YAG laser
at wavelengths of 530 nm and 1.06 pm to lend insight into the breakdown process
and to develop diagnostic techniques.

The experimental technique used to measure the time to breakdown during a
single 70 ps laser pulse is shown in Figure 2. The method uses the pump-probe
technique, where a beam of one wavelength is used to create the breakdown, and
a beam of a different wavelength is used to observe the plasma formation. In
Figure 2 the green (530 run) beam is used to cause plasma breakdown and the orange
(590 rnm) beam is used to detect it. The two beams are arranged collinearly to
remove errors produced by beam refraction due to shock formation. It is
difficult to resolve picosecond times electronically, and an optical delay line
is used to vary the timing between the 1 ps probe pulse and the 70 ps pump pulse.
A 150 pm movement of the prism will vary the delay by 1 ps, and by scanning the
delay line the transmitted pulse energy will produce a curve as indicated in the
figure. Variation of the power of the pump pulse or the pressure within the test
cell will shift the time at which the amplitude of the transmitted signal
decreases.
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The results of a preliminary experiment are shown in Figure 3. For this
experiment the plasma was formed in ambient air by the 70 ps pulse at a
wavelength of 532 nm and focused by a 76 mm focal length lens. The upper curve
corresponds to pulse energy of approximately 1.5 mJ which is near threshold. The
lower curve corresponds to plasmas formed with a put-, energy of approximately
5 J. The plasma formed by the 5 mJ pulse initiates approximately 37 ps earlier
than that formed by the 1.5 mJ pulse, indicating a faster rate of electron
production. Note, also that the plasma formed by the larger pulse absorbs a
larger fraction of the probe pulse energy.

This diagnostic technique should permit us to determine the relative roles
of multiphoton and electron impact ionization in the processes leading to plasma
breakdown in picosecond optical fields. It can also be used to evaluate the
predictions of the theoretical models and, if further FEL experiments at 10.6 Am
are possible, provide a means to diagnose the cascade breakdown process.I
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I
SUMMARY/OVERVIEW:

U This investigation is aimed at understanding the fundamental energy transfer mechanisms in
and characterizing the performance of laser sustained plasmas (LSP's). The fraction of incident
laser power absorbed by the argon and/or hydrogen plasma and the fraction converted to useful gas
enthalpy are measured with a water cooled calorimeter and exhaust gas thermocouples,
respectively. Numerical modelling of the two dimensional plasma flow is used to predict plasma
properties at conditions not available in the laboratory. Emission spectroscopy is used to map
plasma temperatures and densities in the plasma core and to evaluate the usual assumption of
plasma local thermodynamic equilibrium (LTE). The spectroscopic approach can provide an
independent measure of plasma absorption and thermal conversion efficiency in order to evaluate
the relationship between experimental and numerical results. Laser induced fluorescence (LIF) of
the hot gas surrounding the plasma core may be used for a similar purpose. This investigation has
confirmed the proposed idea that LSP's are a feasible means of heating rocket propellant gas, with
more than 80% of the incident laser power absorbed in a 2.5 atmosphere hydrogen plasma and
72% converted to gas enthalpy. This investigation will determine the validity of the LTE
assumption in numerical modelling so that the code (or modified version) can be utilized with full
confidence at high laser power (10 MW), and it will continue to pursue optimum operating3 conditions and environment for laboratory LSP's.

TECHNICAL DISCUSSION:
Introduction

The central issue in the study of laser sustained plasmas for thermal rocket propulsion is the
accurate prediction of plasma performance at operating conditions likely to be required in practice.
That is, laser power of one to ten megawatts or higher, chamber pressures of two to five
atmospheres or higher, and propellant mass flux to achieve optimum performance. High laser
power will be required to produce a practical thrust level, and the performance advantages of
elevated pressure (above one atm.) and mass flux are well documented [1-4]. Predictions can be
made by the application of an appropriate numerical model, and through the measurement of
plasma properties at conditions available in the laboratory from which trends are identified.

Before reliable extrapolations and numerical predictions can be made, the fundamental energy
transfer mechanisms within the laser sustained plasma must be clearly understood. The absorption
of laser power by the electrons via inverse bremsstrahlung (and other minor absorption
mechanisms), the subsequent transfer of energy to the surrounding heavy particles, the convection
and conduction of energy out of the plasma,the diffusion of particles within and out of the plasma,
and the radiation of energy within and out of the plasma must all be included in this understanding.
Tenta ndetandingThe performance of an LSP as defined by its global absorption (percentage of incident laser powerabsorbed on the whole) and thermal conversion efficiency (percentage ending up as thermal energy
in the plasma exhaust gas) must be related to the internal plasma processes and understood on
those terms.

As outlined in the above summary, this investigation relies on several independent diagnostic3 techniques in order to characterize the LSP. The primary tools have been calorimeter
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measurements of transmitted laser power and thermocouple temperature measurements of plasma
exhaust gas. The transmitted power is related to the absorbed power and the bulk gas temperature
increase through the plasma is related to the thermal conversion efficiency. These techniques have
been used to experimentally map the performance of argon LSP's as functions of laser power, gas
pressure and mass flux, beam focusing geometry, and multiple plasma separation [1-31. In recent
experiments hydrogen plasmas have exhibited similar performance trends, but with much
improved thermal conversion efficiency [4,5]. This is a very encouraging finding and will be
detailed in the experimental results section of this abstract.

A two dimensional numerical model has been developed for argon and hydrogen plasmas at
one atmosphere gas pressure [2,3]. The prediction of experimental argon LSP performance trends
has been successful with the major difficulties being in the energy balance determining thermal
conversion efficiency, and in the prediction of plasma blowout. The model always overpredicts
both thermal efficiency and blowout mass flux. The model does nut predict the existence of one
atm. hydrogen plasmas, which agrees with the experimental inability to sustain a hydrogen plasma
at one atmosphere. As encouraging as these numerical results are, there is an obvious need for an
extension to higher pressure, and to explain and resolve the differences from experiments.

Detailed non local thermodynamic equilibrium emission spectroscopy will result in a
fundamental understanding of the energy transfer processes in the LSP [4]. This knowledge will
guide future development of the numerical model and provide a more physical foundation for
explaining the well known trends in the primary experimental data. This technique involves the
measurement of electron number density in the plasma and atomic excitation temperature directly.
Quantities such as heavy particle temperature and density and electron temperature will be
determined through an analytical procedure using the experimental data as input.

A laser induced fluorescence study is also planned to provide a measure of the plasma gas
temperature in the regions outside of the plasma core and unreachable by emission spectroscopy or
thermocouple thermometry. This will provide another alternative means of determining thermal
conversion efficiency and will be a source for temperature contour comparison to the numerical
model.

Experimntal Results
The position and geometry of the LSP are the keys to overall energy transfer. The plasma will

stabilize at a point in the incident beam where energy absorption just balances losses due to
radiation, conduction, and convection. LSP performance can be characterized as a function of
mass flux, beam focusing geometry, gas pressure, and laser power. Thermal efficiency is
maximized when beam absorption is maximized and radiation loss is minimized. The best
previously achieved thermal efficiencies and global absorptions are summarized here for
comparison with the results of current work. The maximum thermal efficiency achieved using an
argon plasma was 46% with a global absorption of 97% [1], and the maximum thermal efficiency
achieved using a single argon-helium mixture plasma was 56% with a global absorption of 86%
[3.

Actual laser thrusters would use hydrogen as the propellant because its low molecular weight
allows high specific impulse. Until this year all work has been done in inert gases becau-e the
proper facilities for handling hydrogen safely were not available. A new hydrogen handling and
safety system has been designed and installed. A description of this system can be found in
Ref. 4.

A series of hydrogen plasma experiments was performed for each of three chamber pressures,
1.80 atm., 2.14 atm., and 2.5 atm. These experiments although not complete have provided some
interesting results. Figure 1 is a plot of the results of those experiments, showing global
absorption and thermal efficiency as a function of hydrogen flux. Global absorption is a strong
function of gas pressure, but a relatively weak function of mass flux. For a 7 kW laser input, it
was impossible to maintain a hydrogen plasma at chamber pressures lower than approximately 1.5
atm. This is due to the low value for absorption coefficient at this pressure (related to electron
number density) and the high thermal conductivity of hydrogen. The plasma cools (radiates,
conducts and convects heat) faster than it absorbs energy from the laser which results in an
instability, or blowout, at too low pressure.

Note that the trends for absorption and efficiency are similar for those of past 1 atm argon
runs. The absorption decreases with increasing mole flux while the efficiency increases with mole
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I flux until reaching a peak, then decreases to blowout. The highest efficiency at 1.80 atm. was
61.2% with a corresponding global absorption of 64.4% at 828 moles/m 2 s. The highest efficiency
at 2.14 atm. was 69.2% with a corresponding absorption of 72.4 % at 1198 moles/m 2 s. The
highest efficiency at 2.50 atm. was 72.3% with a corresponding absorption of 80.8% at 1071.8
moles/m 2 s.I
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Figure 1 Global absorption and thermal efficiency as a function of H2 mole flux at three
different chamber pressures.Laser power is 7 kW, beam geometry is f/4.

Based on the results for pure hydrogen several key points can be made. The global absorption
of the pure hydrogen plasmas is a strong function of gas pressure. Absorptions are in the 65%
range for 1.8 atm. but increase to over 80 % for 2.5 atm. This strong dependence of absorption on
pressure is a major reason why pure hydrogen LSP's could not be sustained below -1.5 atm. It
also implies that future experiments at even higher pressure might produce plasmas exhibiting near
complete absorption.

The notion that pure hydrogen plasmas would be cooler than argon plasmas with a more even
spread of heating due to the high thermal conductivity of hydrogen appears to be supported by the
data. The evidence for this is that the radiation loss (the difference between absorbed and retained
laser power) for all the pure hydrogen plasmas is very low when compared with previous pure
argon LSP's. So even though the global absorption of the pure hydrogen LSP's is lower than that
for the pure argon LSP's, the thermal efficiency is greater.

If a 10 MW hydrogen LSP could be sustained with an efficiency of 72% , a rocket powered
by such a plasma could produce almost 15 kN of thrust with a specific impulse of 1000 seconds.
The problem now is to provide an accurate numerical model which could verify the way in which
plasma performance scales at very high input power.

Non-LTE Emission Spectroscopy

Defining the thermodynamic state, be it an equilibrium state or otherwise, is a key issue for the
basic physical understanding and performance evaluation of plasmas in regard to rocket
propulsion. This research aims to provide more accurate LSP diagnostics and to better evaluate
their performance based on these diagnostics. LSP operating conditions will be defined for which
local thermodynamic equilibrium can be guaranteed so that equilibrium numerical modeling can be
undertaken with full confidence.
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In determining the thermodynamic state of the plasma, it is important to understand the
concept of plasma temperature and the partitioning of energy. The energy content of the plasma
gas is taken up by various modes. These include the kinetic energy of the free electrons and the
heavy particles (neutral atoms and ions), the ionization energy of the ions, and the electronic
excitation of the heavy particles. To a good approximation, the distribution of the energy in each
of these modes can be characterized by a temperature parameter associated with Maxwell-
Boltzmann statistics. The degree of ionization in the plasma can be similarly characterized by
temperature (through the Saha equation). If the plasma is in thermodynamic equilibrium then the
thermodynamic state is completely determined by the values of any two properties such as pressure
and temperature. In thermodynamic equilibrium Boltzmann's formula for the distribution of
excited electronic states, Maxwell's law for the distribution of particles velocities (energies), and
Saha's equation describing the plasma composition are all associated with the same temperature
parameter.

As mentioned previously the past LSP research has been directed toward measuring their
performance in terms of global laser absorption and thermal conversion efficiency. In order to
better understand these results on a physical level it is important to be able to measure temperature
and densities inside the plasma. Absorption of laser energy and radiation from the plasma at each
point in the plasma will depend on these plasma conditions, thus enabling an understanding of the
global results on a local level.

In this research, diagnostic techniques will be applied which are independent of the LTE
assumption. These techniques follow those of Eddy and incorporate both direct spectroscopic
measurements and analytic solution techniques [6]. Electron number density can be determined
through either a spectral line broadening measurement or a measurement of continuum emission.
The upper level excited state distribution temperature and state populations can be determined from
a measurement of spectral line intensities. Other relevant parameters such as electron and heavy
particle kinetic temperatures, atomic number density, and the total excitation temperature (relating
the ground state to the highest excited state), can be calculated through an iterative simultaneous
solution of the appropriate analytical expressions.

It is a goal of this research to arrive at better values for absorption and emission coefficient
based on the measured or calculated value of number densities and temperatures. It is expected that
this will lead to a more fundamental understanding of the laser energy conversion process and to
more accurate determinations of global absorption and thermal conversion efficiency.

All the computer simulations of LSP's reported assume a single temperature in the energy
equation and use LTE property values. In order to have confidence in using a computer model for
operating conditions not attainable in the laboratory, it must be known for certain whether the
observed differences from the experimental data are due to non-LTE
effects. In the event that non-LTE is shown to be a dominant factor for certain LSP experimental
conditions, either a model must be developed which takes these effects into account, or care must
be taken to rely upon the current models only when LTE can be assured. The results of this
research will provide guidance in this regard.
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3 SUMMARY/OVERVIEW:

There is an understanding of the process of microwave energy addition to a high pressure gas
for propulsive purposes for some of the available absorption modes but no unified comparison of all
the modes in terms of absorption efficiency, maximum temperature, plasma stability, etc. Also there
is little knowledge of the coupling of the absorbed energy to the gas dynamics required to obtain
propulsive thrust. This research is the first experimental effort to examine and compare free-
floating resonant cavity microwave absorbing plasmas and planar propagating plasmas in various
gases as well as the first examination of the coupling of the energy absorption to the gas dynamics
in order to convert internal thermal energy of the gas to directed kinetic energy by means of a nozzle
expansion. The research will provide insight to the entire field of high temperature gas flows driven
by radiation absorption.

TECHNICAL DISCUSSION:

3 Experiments with high pressure free-floating helium and nitrogen discharges generated in
a microwave resonant cavity for use in an electrothermal thruster were conducted. The cavity,
operating in the TM012 mode, generated the discharges within a quartz sphere which allowed the
discharge to be both free-floating and away from solid surfaces. Input powers of up to 400 W were
used with gas pressures up to 300 kPa (absolute) and mass flow rates up to 4.63 x 10- kg/s.

For a given plasma in the resonant cavity, there is a maximum operating pressure, above
which the plasma is extinguished. The maximum operating pressure for a given input power is
significantly greater for helium discharges than for nitrogen discharges. It was possible to sustain
a nitrogen discharge up to a pressure of only -60 kPa (gauge) with an input power of 450 W, whereas
helium discharges displayed much higher maximum pressures for cases both with and without flow
present. The higher maximum pressures exhibited by helium discharges are believed to be due to
the absence of rotational and vibrational modes of excitation which results in a lower fractional
electron energy loss per collision.

The introduction of a gas flow did raise the maximum operating pressure of the discharge.
For the no-flow case, the maximum pressure is 184 kPa (gauge) at an input power of 400 W. For
a flow velocity of 28.9 cm/s in the straight quartz sections of the system, the maximum operating
pressure w,.s 218 kPa (gauge), at an input power of 433 W. The tests were discontinued at an input
power of 505 W, as higher input powers resulted in the plasma positioned very close to (but not
touching) the quartz surface, with resulting rapid heating of the sphere indicated by the red glowing
of the quartz in this region. For an increased flow velocity of 200 cm/s, the maximum operating
pressure was 230 kPa (gauge) at an input power of 400 W.

A digital thermometer with chromel/alumel thermocouples was used to determine the
temperature of the flowing gas both upstream and downstream of the plasma. The downstream
thermocouple was approximately 20 cm from the plasma. In these tests, the cavity was again tuned
for minimum reflected power, while keeping the plasma away from the quartz sphere. The thermal
efficiency of the energy transfer from the plasma to the flowing gas may be calculated from the
temperature rise measurements:

I| 39



The total efficiency of the system, qi, defined as the ratio of the power in the flowing gas to the
incident microwave power, is shown in Figure 1 as a function of mass flow rate. The total efficiency
increases nearly linearly with mass flow rate and is relatively independent of input power, with a
maximum of 25% measured with the current experimental system. The maximum mass flow rate is
currently limited by the experimental system, which is being upgraded to allow higher flow rates.
It should be borne in mind that the downstream thermocouple was located 20 cm downstream of the
discharge, leading to significant heat losses in the downstream pipework. Moving the thermocouple
nearer to the discharge would yield higher measured thermal and total efficiencies.

The technique of using measurements of the continuum radiation to determine electron
temperature and electron number density has been used in previous investigations because of its
accuracy and insensitivity to deviations from local thermodynamic equilibrium (LTE). Absolute
measurements of the continuum radiation were made at a wavelength of 4250 A as there are no
neighboring lines to interfere with the continuum signal at this wavelength. The spectroscopic
system was calibrated with a calibrated lamp. The measured electron temperatures, T., versus
pressure for several input powers and mass flow rates are shown in Figure 2. It can be seen that T,
is insensitive to changes in input power, pressure or mass flow rate and varies from 10,200-10,900
K. Also observed is that at low pressure, the introduction of a mass flow slightly decreases T. from
the no flow case value, but further increase of the mass flow rate has little effect. The electron
number densities may be evaluated by using the Saha equation and the calculated values of T..
Using this method, n. was found to vary between 5.8 x 1019 m-3 and 1.32 x 1020 m-3.

The stabilization of propagating plasmas generated in a waveguide was achieved this past
year. Although a stabilization of the plasma is possible in principle by establishing a counter flow
with a flow speed exactly equal to the propagation velocity of the plasma, this method is rather
impractical, since the required match between the velocities has to be absolutely accurate during the
entire period of operation. Pressure and power fluctuations, however, will continuously change the
plasma velocity, making this exact match with the flow velocity virtually impossible.

A very simple and highly efficient way of stabilizing the plasma is inserting a bluff body
made out of dielectric material such as boron nitride into the flow. Bluff bodies have been used
extensively as "flameholders" in such combustion devices as afterburners in jet engines and ramjets.
The bluff body constricts the flow cross sec.ion thus causing the flow speed to increase if the flow
is subsonic. If the dimensions are properly chosen this increased flow speed is bigger than
the contrary plasma propagation velocity, so that the plasma cannot travel upstream across the bluff
body. Right behind the bluff body, however, there exists a recirculation zone with high randomly
oriented velocities but no particular flow direction. The plasma can therefore move easily upstream
into the recirculation zone and stays trapped here since further propagation across the bluff body is
not possible. The conical bluff body was kept in place by three fins which pressed against the quartz
tube walls. Boron nitride was used as the bluff body material since it shows negligible microwave
absorption and high thermal conductivity thus avoiding thermal stresses within the body. The plasma
itself has a hot, white-glowing cylindrical core aligned along the E-field of the TE 0 mode present
in the waveguide. The core is surrounded by a bluish, ellipsoidal shaped cooler plasma.

Fig. 3 shows the coupling efficiencies as a function of helium mass flow for three incident
power levels. As can be seen, the coupling efficiencies increase with mass flow. The reason for this
is believed to be due to the skin-effect: the cooler the plasma because of increased forced convective
cooling due to higher mass flows, the lower is its electrical conductivity. This increases the skin-
depth, which is the distance up to which the electromagnetic fields can penetrate before having been
attenuated to l/e of its initial strength, e being the Euler number. The larger the skin-depth,
however, the more energy can actually be dumped into the plasma. It can also be seen that the
coupling efficiency decreases with increased input microwave power. This is because for a fixed
plasma size (determined by the bluff body) the amount of absorbed microwave power remains fairly
constant. Thus as the input power is increased the coupling efficiency, which is the ratio of absorbed
power to incident power, decreases. It was found that pressure has only a slight effect on the
coupling efficiency.

Figure 4 shows the measured electron temperatures which are all in the range between 12,100
K and 12,700 K and are fairly constant with respect to incident power and mass flow. However, the
electron temperatures seem to increase with lower pressures.

40



"'OT
25 -4-- W

I 20.{

If

10- 200W. W.
Y/

0.00 0.05 0.10 0.15 0.20 0.25 0.30

m Mass Flow Rote (g/s)

Figure 1. Total efficiency versus mass flow rate for resonant
cavity helium plasmas showing efficiency increasing
with mass flow.

1 12000-

200 WI 04/s 400 W

1B 3 "i" s
10000 200 W '0WWS I WS 40 s w

T 2 /sE! M
R 8000 - HELIM

A

U
. R

E
6000

I 4000 !

-100 -50 0 50 100 150 200

I PRESSURE (KPo)

Figure 2. Electron temperature versus pressure for resonant
cavity helium discharges showing little power or
pressure dependence.

3 41



L ~ 90-

0
U

80 209NL

N
G

E
F 70-

C

E
N

Y

20 30 40 50 80 70 80 90

-MASS FLOW RATE (mg/s
Figure 3. Coupling efficiency versus mass flow rate f or a

propagating helium plasma at one atmosphere and
three incident power levels showing efficiency
increasing with mass flo~w.

15000-

E
L ________

E G__ E

C
T
R 10000_
0
N

T
E

M 0 0.75 arn. 22.55 cm/s
P X 0.75 aim 45.09 an/s

a0.75 aim 72.95 an/sE a 1.00 aim 19.19 CM/s
R 5000- 0 1.00 arn, 42.0 cm/s
A 0 1.00 am, 66.31 cm/s
T * 1.00 aim 99.36 cmn/s
U A 1.00 aim 159.16 cm/s

-R
E

K 0 i !

500 750 1000 1250 1500 1750 2000 2250

POWER (w)
Figure 4. Electron temperature versus incident power for propagating

helium plasmas showing little pressure or flow rate
dependence.

42



LI

I COUPLING BETWEEN GAS DYNAMICS AND MICROWAVE
ENERGY ABSORPTION

(AFOSR Grant No. 89-0312)

Principal Investigator: Charles L. Merkle

Department of Mechanical Engineering
104 Research Bldg. E

University Park, PA 16802

I SUMMARY/OVERVIEW

The detailed characteristics of microwave-gasdynamic interactions are being
studied on the basis of a detailed numerical procedure. The analysis utilizes a
coupled solution of Maxwell's equations and the Navier-Stokes equations toU determine the characteristics of the resulting plasma, its controllability, absorption
efficiency, and potential for propulsion applications. This complete two-dimensional
model is being used in conjunction with companion experiments to ascertain theU scientific feasibility of microwave propulsion.

TECHNICAL DISCUSSION

Microwave energy promises to provide attractive propulsion pprformance, but

detailed questions concerning its scientific feasibility must first be addressed. The
present effort, in connection with the companion experimental effort by Micci,
represents a program to provide information upon which these feasibility assessments
can be made. Major issues concern the dynamic and thermodynamic characteristics
of microwave plasmas, how effectively their size and location can be controlled to
prevent arcing to the walls and to ensure uniform heating of the gas, and the fractio Df
total input power that can be absorbed in the gas and used for propulsive purposes.

SThe experimental setup being simulated is shown schematically in Fig. la.
Helium gas flows from top to bottom through a quartz sphere-cylinder tube that passes
through a cylindrical microwave cavity. The microwave energy is fed into the cavity by
means of a coupling probe which is here represented by an axisymmetric waveguide
as shown in Fig. 1 b, so as to set up a particular standing wave mode (TM 012 has
been used so far). The analytical model consists of Maxwell's equations for the
electro-magnetic field, and the Navier-Stokes equations for the fluid dynamic field.
Because of the finite conductivity of the plasma, the solutions of the two field equations
are strongly coupled. The Navier-Stokes equations are solved by a second order
accurate implicit time-marching procedure, while the Maxwell equations are solved by
an explicit time marching method and averaged over a period to get the power
deposited in the gas.

I Parametric studies with the computational model indicate that it predicts trends
that are similar to those observed experimentally. For example, predictions of the
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peak temperature in the plasma closely match the experimentally measured electron
temperatures (see Fig. 2a) and the size, shape and location of the plasma are also in
general agreement with the experimental findings. Increasing the Reynold's number
(flow velocity) causes the plasma to move toward the central node of the cavity, but
has little effect on the peak temperature, again in agreement with experiments. The
calculations also show that at the lowest Reynold's numbers considered, buoyancy
introduces a recirculating region just above the center of the plasma, but this causes
little difference in the overall plasma shape. Estimates of the ratio of the absorbed
power to the reflected power are also in good agreement with experiment (Fig. 2b).

Calculations for various tube-to-sphere diameter ratios show that the location at
which the plasma forms depends upon the geometrical configuration. When the tube
is one-fourth the size of the sphere as in the experiments (Fig. 1), the plasma forms
near the middle of the sphere in agreement with the experimental findings. When the
tube diameter is increased so the tube has constant area, the plasma forms near the
end of the cavity through which the microwaves enter. The flow perturbations created
by the spherical enlargement apparently provide a preferred location for the plasma.

Companion parametric studies indicate the plasma grows slowly in size and its
peak temperature decreases slightly as the input power is increased. At the highest
power levels, the central, high temperature portion of the plasma splits into two centers
encompassing the middle and the upper node of the standing microwave field. The
one area in which the computations deviate from the experiments is in the predicted
threshold powers which are higher than those observed experimentally. Improved
physical models are being considered to explain this short-coming.

Representative temperature and velocity contours and flow streamlines for a
representative case are shown in Fig. 3, along with the corresponding electric fields.
The velocity profiles in this case show the flow nearly reverses, while the streamlines
show the flow deviates around the plasma in much the same manner as observed in
laser plasmas. The electric fields are strongly distorted over their non-conducting
shapes. Clearly absorption losses must be included in the solution of Maxwell's
equations.
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Summary

The propagation of rf waves launched in the end cell and central cell of the tan-
dem mirror propulsion device has been investigated both theoretically and experimentally.
Theoretically, a computer code has been developed to study the wave propagation in a
nonhomogeneous magnetic field. It was found that the amplitude of the wave excited
in the plasma peaked while approaching the resonance, but then damped out, indicating
strong absorption of the wave by the plasma. The absorption took place near the axis.
The experimental results confirmed the theoretical prediction of the phenomena of the
resonance effect. A very important discovery of this experiment was the broadening of the
ICRF Fourier spectrum in the presence of the plasma. This broadening can be viewed as
the detuning of the Q value of the resonance circuit due to plasma loading.
Technical Discussion
(1) Introduction

A tandem mirror plasma experimental facility was established for space propulsion de-
velopmental studies. The experimental program encompasses three areas of study. First,
to establish the fundamental plasma properties for the range of propulsion application.
Second, to seek ways to maximize plasma heating, thus the improvement of power con-
version efficiency and third, to study the plasma properties at the exhaust. The power
conversion method will be to inject the rf power into the plasma to heat the ion species
at the ion cyclotron resonance frequency (ICRF). Hence, understanding the physics of
wave propagation in this device is fundamental to achieving the phases just mentioned.
Wave propagation in a hot plasma contained in highly nonhomogeneous magnetic field
is a very complicated problem which was briefly touched upon during the closing of the
mirror fusion program. Nevertheless, in the theoretical area, extensive analytical work was
done during early years of this program leading to the development of a computer code,
BEACH, which will be described later.

(2) Experimental Setup

The schematic of the experiment is shown in Fig. 1. There are double half-loop
antennae in the south end cell and in the north end of the central cell. Both antennae
are located at fields higher than the corresponding ones for their resonant frequencies
(w < wci). The frequency of the rf power is in resonance of the ion cyclotron frequency at
the field of the midplane of each cell. When rf radiation was emitted at the antennae, the
wave excited in the plasma travels both radially inward and axially toward the center of
each cell. The diagnostics enclosed by the box in Fig. 1 are currently operational which
were built, installed and tested in the past year. A scanning spectrometer and a retarding3 field grid energy analyzer will be installed later.

(3) Theoretical Results

A computer code, BEACH, solving the reduced Maxwell equations for the configura-
tions shown in Fig. 1, has been developed. The excited wave in the plasma calculated by

3 * Astronaut Office, NASA Johnson Space Center, Houston, Texas
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the code is shown by the perspective view in Fig. 2. It shows the R and Z axis on the
horizontal plan and the vertical axis as b!. The antenna is located at R = 15 cm. The
B-dot probe is located 35 cm from the antenna. The rf is in resonance with ion cyclotron
frequency for the field at Z = 35 cm. The figure shows that wave amplitude is growing
when it travels away from the antenna and becomes peaked near the resonance point,
R = 0 cm and Z = 35 cm, then damps quickly from 35 to 50 cm. This indicates that the
wave energy is being absorbed by the ions. Figure 2a is n = 0 mode generated by a single
turn antenna, whereas Fig. 2b shows the n = 1 mode generated by a double half-turn loop
antenna. The experiment was done for the later case.

(4) Experimental Results

The B-dot probe allows the measurement of b,, Be and/B. B,. and B9 were very
small. The Fourier spectrum of B. is shown in Fig. 3. Figure 3a is the wave in the vacuum.
The fundamental frequency is 3 MHz marked by 0. The harmonics are marked by 1,2,3
and 4. The peaks in between may be due to the imperfection of the f transmitter.

A comparison of Figs. 3a and 3b shows that the amplitude of fundamental frequency
peak 0 is one unit in the vacuum and 50 units in the plasma. The half-width is about 0.1
MHz for the vacuum and 1 MHz for the plasma. Therefore the amplitude of the wave is
50 times higher in the plasma than in the vacuum at the resonance which confirms the
theoretical prediction. The width of the wave is 10 times broader. The reason that the
plasma signals are much larger than the vacuum signals is that the ICRF b, is evanescent in
the vacuum, while the presence of the plasma allows it to propagate. This large broadening
indicates increasing resistance due to the loading of plasma. There is little evidence that
the wave injected in the end cell will propagate into the central cell or vice versa because of
the fact that the wave energy is damped and absorbed near the resonance in the respective
cells. There is also little evidence of heating electrons at the edge [1], an indication of less
loss and higher efficiency.

(5) Plasma Broadening of ICRF Spectrum

One of the discoveries made on this plasma propulsion experiment is the broadening
of the ICRF Fourier spectrum in the presence of a plasma. Comparison of a vacuum ICRF
shot to a plasma ICRF shot clearly shows this effect. We propose an explanation for this
effect. The broadening is thought to be caused by the detuning of the plasma Q as defined
by

Q_ f _wL

Af R

Since the antenna was originally tuned for vacuum, the Q is very large for a vacuum shot
(hence a narrow peak). However, the presence of a plasma increases the serial resistance
of the equivalent RLC resonance circuit, therefore Q = h decreases, causing Af(= 1)
to increase. This increase in the width of the fundamental mode is then observable during
the discharge.

References

[1 F. R. Chang Diaz, T. F. Yang, PFC/RR-89-15 (1989).

48



Microwave Spectrometer FeD5U
[ntrfermeter Doppler Brodenmng Analyzer

ECHMicrowave amgtcERHCAMERA

Interferee Loop

34 GOS A t n a A e n a B-d ot a

3 (a)

C4 ASAtna BdtF.AS petoee

]I aShifta



REFERENCE SPECTRUM, SHOT NO. 153910 
TC

mi -r = 46. 0
0.1 0

E
L I 2 34
.J E-3 -

CL.E-5
0
IL 1

E-.0 2 4 6 8 10 12 14 16

FREQUENCY (MHz)

100 FREQUENCY SPECTRUM FOR SHOT NO. 1543
I00

3(b) 1 23 Mrr .

CL 4
E
L~J 0.01-4-

0 11

LL

L,. 1

'10 2 4 6 8 10 12 14 16

FREQUENCY (MHz)

Figure 3. Fourier spectrum of the measured wave of frequecy of 3MH: (a) in the vacuum and

(b) in the plasma. The amplitude and width of the wave in the plasma are much

larger then in the vacuum.

50



I

227-90R1.ABS

HEATING OF A LIQUID/VAPOR MIXTURE BY
A PULSED ELECTRIC DISCHARGE

AFOSR Contract No. F49620-87-C-0061

I R. L. Burton, B. Hilko, F. D. Witherspoon, G. Jaafari

S R GT-Devices, Inc., Alexandria, VA 22312

SUMMARY:

Arc discharge heaters in the 5-1000 MW class, used for pulsed
electrothermal propulsion and for hypersonic combustion research,
are required to ingest their working fluid in solid or liquid form
to keep working temperatures within the desired 6000-20,000°K
range. This research effort seeks to understand the two-phase
heating process for liquid water injected into a 5 MW, 100 atm.
capillary-confined pulsed arc. Water is injected as a straight jet
(0.2 mm diameter) or as a uniform thin film covering the capillary
wall. Power pulses of 15-60 gs duration at currents up to 5.5 kA
have been used. Voltage, current, pressure, photographic, and arc
spectral measurements were performed to give a large data base of
information covering various discharge parameters, such as
injection configuration, capillary size, power loading and pulse
duration. A numerical 1-D plasma flow model has been developed and
can accurately predict the highly transient response of the
capillary over a broad range of discharge conditions.I
TECHNICAL DISCUSSION: LIQcUI WATER 0UART TUBE TO WCTROSCOPIC

INECTION SULATOR INSTRUMENTATION (OVA)

In a liquid fuelled S *
pulsed electric dis-
charge [1, 2, 3] a STRAMIN PH

variety of complex,
interdependent phenomena
can participate in the PHOTON

energy transfer and POO sCRPI1OA

mixing processes occurr- B= A[1

ing between the liquid3 vapor and plasma compon-
ents (see Fig. 1). S
Plasma radiation, ther-
mal conduction and con- L I .U vection all contribute
heat flux for evapora- Figure 1

tion of the liquid.
vapor-plasma mixing can
occur in the fast flow-field as a steady surface erosion, or via
instabilities leading to a more-or-less explosive breakup of the
injected liquid. The goal of this research is to identify the
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mechanisms dominating the liquid-vapor heating and mixing processes
occurring in the high pressure, high enthalphy flow.

Over the first two years we CAP5O VELOCITY

have developed an understanding 
.. - .....

of these- unsteady discharges by oo
the application of various diag- .0 5 1

nostic techniques for obtaining ,.o
detailed measurements of the
time-dependent plasma conditions 'o
(i.e., density, temperature,
pressure) and of the liquid/ 40

vapor interface. Over the past 3.o-

year emphasis has been placed on 0
modeling and numerical simula- ,0 5

tion of the discharge dynamics ... 5use

for comparison with the avail- 0 20 ..0 10.0 .20 140 1" z..

able experimental data. CF ..... 40 -

The numerical method used CAP50 PRESSURE
for this study is an algorithm 7.,
developed specifically for the
solution of time-dependent flow
problems containing steep grad-
ients and shocks. The algo- 5

rithm, called Flux-Corrected
Transport (FCT) [4, 5], incor- 00
porates methods of general
applicability to calculate u, c
accurately the dynamics of the

fluid equations. The FCT algo-
rithm can provide a complete
two-dimensional unsteady flow 0

solution in the high density 0 20o 0 so 6a goo 12o 14Q see ... ..

continuum regime, and poten- CUO ( 40

tially can also model the free-
molecular regime. Figure 2

The discharge dynamics are
being studied with a simplified 1-D description of this two-phase
flow problem. Input to the model consists of the geometrical
factors such as capillary and liquid jet dimensions and the
experimentally measured current pulse. The model contains the
following basic features.

Energy and mass exchange between the liquid and plasma is
taken to be a purely surface localized phenomenon. Water is
evaporated from the liquid, surface area S, due to the local plasma
heat flux q to provide an ablated mass flux dm/dt = Sq/Hp into the
plasma volume, where Ho is the plasma enthalpy. In the 1-D
description, radial dynamics are not considered so that the
evaporated mass at each axial position is radially distributed
instantaneously and uniformly. Heat flux to the liquid is
dominated by radiative transfer. Though the plasma eventually
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I behaves as a blackbody source, the optically thin to thick
transition can take a significant fraction of the pulse time. Such
a transition is simulated by using q = A(t)aT 4 (0 5 A(t) 5 1) with
the choice of amplitude function being guided by various optical
and spectroscopic radiation measurements on the discharge. In
order to obtain an accurate description of the electrical behavior,
a modified Spitzer resistivity model is used where n = C(z,ne,T)T 3/2

(1 + 2ve/ved)  The resistivity coefficient incorporates the
dependence on temperature, density and ionization level. Also, the
contribution due to electron-neutral scattering is included via the
collision frequency veo*

Model output is plasma
density, velocity, pressure STRAIGHT JET
and temperature, plotted ver-
sus axial distance for selec- 350
ted times during the pulse.
The simple case of a step kv Data
pulse in current is shown in I
Fig. 2, which shows profiles 3.5mm MODEL
of the plasma flow velocity 300 BORE
and pressure at 5 to 30

gsecs. The ohmically-heated
capillary is a cylindrical,
40 mm long discharge chamber,
occupying computational cells E
1-100, and having a uniform 250"
coating of water on the 5 mm
diameter inier wall. Bound- C
ary conditions at the capill- a
ary exit (cell 100) are sim- (I
plified by venting the plasma U) 200into a second 5 mm diameter

pipe, occupying cells 101-
200, in which the flow is
supersonic and does not in-
fluence the capillary 150 5 mmI\
dynamics. BORE

Experimental measure- MODEL
ments and the model predic-
tions of the total resistance 100
of the capillary are compared 0 10 20 30
in Figure 3. This data is
obtained for straight jet Time (/s)
injection in both 3.5 mm and 28A2086
5.0 mm diameter capillaries.
The present model can Figure 3
accurately reproduce the
highly transient behavior of the measured discharge parameters,
such as resistance vs time shown in the Figure 3. Good agreement
with experimental data is obtained over a broad range of discharge
conditions, from T = 3-4 eV, p = 0.01 kg/m3 to T = 1 eV, p = 0.33 kg/m3.
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Although the present AFOSR basic research program is near
completion, this work has advanced our knowledge and understanding
of liquid fuelled capillary discharges. Other applications
oriented programs based on this technology will benefit
substantially from the experimental and theoretical studies that
have been performed during this basic research effort.
Considerable confidence has been gained in our ability to model the
discharge, and therefore also in our design and predictive
capabilities.
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DIELECTRIC CHARGING PROCESS IN HIGH VOLTAGE SOLAR CELL ARCING

(AFOSR-87-0340)

Principal Investigator: Daniel E. HastingsI
Massachusetts Institute of Technology3Cambridge, MA 02139

I
Abstract

Serious interactions are known to occur between the high voltage solar arrays and the iono-
spheric plasma. The most serious problem is thought to be arcing. The charging process of the
dielectric coverglass by charged particles is studied numerically. Three possible charging mecha-
nisms are considered: ion charging, ion-induced secondary electron (IISE) charging and enhanced
field emission electron (EFEE) charging. The IISE charging can lead to a steady state unless
the EFEE charging becomes significant. If there is a field emission site with a high electric field
enhancement factor P on the interconnector, then EFEE charging can be initiated. Once theUEFEE charging is initiated, it leads to the Townsend breakdown in the neutral gas desorbed from
the coverglass. For a given geometry, the threshold voltage is determined by the upper bound of
the field enhancement factor and calculated to be -220 volt.

1. Introduction

In the future, increased activities in space will require large amounts of energy, of the order
of 100 kW to 1 MW. Use of high voltage solar arrays minimizes the power loss and the mass
of the transmission lines. When the voltage drop of the solar arrays is increased substantially,
however, we can no longer neglect the interaction between the solar array and the surrounding
space plasma. Arcing is known to be the most severe interaction problem. Arcing is typically
defined as a sudden large current pulse in the plasma current collection to the negatively biased
part of the solar array. Arcing gives rise to electromagnetic interference as well as possible surface

1 damage.
Hastings et.al.[ ], proposed that the breakdown occurs by ionization of the neutral gas desorbed

from the dielectric coverglass due to electron stimulated desorption (ESD) by electrons emitted
from the interconnector. In solar array arcing by this mechanism the dielectric coverglass acts
as the anode. But the potential of the dielectric coverglass is determined by charging due to
charged particles. The purpose of this paper is to study the charging process of the coverglass
and consider the breakdown mechanism by ionization of the desorbed neutral.

The rate of change of the surface charge density a on the dielectric surface is given by
I &r~~~d(z) f'ix (.xx) 1Pzz),('d' 1

"X = .id(t) - - 1)P(z,y)j(y)dy - - 1)P(xz)j,,(x')dx, (1)

where i/d, jec, and jee are the current densities of ions to dielectric, electrons from conductor,

secondary electrons from dielectric, respectively, and "ee(Z, z') is the secondary electron yield at
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the point z due to the electrons emitted from the point z' and P(z, y)dz is the probability that
the electron emitted from y hits the dielectric surface in the range z to z + dz. The system we
consider is shown in Fig. 1.

In this paper we solve Eq. (1) numerically. We consider three charging mechanism:(1) charging
due to ambient ions, (2) charging due to ion-induced secondary electrons (USE), (3) charging due
to enhanced field emission electrons (EFEE). We show later that the time scales of these processes
are different, and therefore we can consider the three charging processes separately.

2. Numerical schemes used for each charging process

The model system we consider here consists of two 0.11 mm thickness dielectric plates with
ed = 2co. The plates sit on an underlying conductive plate with a 1 mm gap. The ambient plasma
environment is n. = 5 x 101 1(1/m3) with T. = = O.1eV. The conductor plate is biased to -500
volt unless noted otherwise. The system is a two dimensional real space and a three dimensional
velocity space with periodic boundaries in the y direction and a Dirichlet boundary condition in
the x direction.

For the charging of the system by collection of ions, the ion current to each point on the
solar cell surface is calculated by integratint the equation of motion for test particles from the
sheath edge to the solar cell. For the charging of the system by electrons from the conductor, we
integrate test electron orbits from the conductor and calculate the secondary electron yield -y,,
and the impact probability P. The secondary electron yield was calculated by121

, = 7.4 x maz exp (-2 )exp(2(1- coaG,)), (2)

where Ei is the incident energy, 8i is the incident angle, and typically -y.. = 2.4 and E,. =

250eV.
We considered two types of electron emission dielectric plate

from the conductor. The first is ion-induced sec- (or gla,)
ondary electron (USE) emission by the ambient ion - front\ ace chrga\

current. A typical value for the yield 'y,. was used. cnutor i sa limited regon

The second mechanism is enhanced field emission (Onte-- \
connector J1 (ion current ambient

(EFE) given by triple to dielectric) I plasma
junction inj* (electron current

=( A(/lEf exI-E), (3) r'S from conductor) 'am
Jg.(yJ =~.b~ A(E 'B-E", (3) J1, (ion current Ja

-v to conductor)
,/2 - (secondaeN

where A = 1.54 x 10-6 x 104.52#w , B = 6.53 x side electron on sheath
osurf. d dielectric) edge

1i01-6 and o/w is the surface work function. This
is the Fowler-Nordheim formula for field emission \
with field enhancement factor #13]. We assume L SS J

that the electric field is enhanced by some mech- x Intlrconnectorregion
anisms such as dielectric impurity or microscopic (spgi cnwj free)
structure on the conductor surface. A reasonable Fig. I Schematic view of system

value for Ow is 4 eV.
These two numerical schemes allow us to go to very long times for reasonable computational

cost. A particle in cell code (PIC) code was also used for the EFEE charging after the space
charging effect became substantial.

3. Numerical results

(3-1) Ion charging
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As the initial conditions we chose , - 0 for the dielectric front surface and 0.(x) = (V)(1 -
z/d) for the side surface. After 2000wc 1 the current to the dielectric front surface becomes nearly
zero. The front surface attains its steady state by gaining potential o 5 volt just positive enough
to repel the incoming 5eV ion flow. The ions which enter the interconnector region can not hit
the dielectric side surface. The ions never strike the vicinity of the triple junction.

(3-2) Electron charging
As the initial condition for both types of electron charging we used the steady state obtained

by the ion charging.
(3-2-a) USE charging3 The electrons emitted from the conductor mainly strike the dielectric side surface near the

corner z = d. They mostly give more than one secondary electron per incident electron and
the side surface potential goes up due to the positive charging. The time scale of this charging
process is one order of magnitude longer than that of ion charging. The incresed side surface
potential deflect the incoming ions away from the triple junction and decrease the number of
electrons which impact the side surface. Eventually no electrons from the conductor impact the
dielectric before they escape outside the sheath and the steady state is attained. This occurs at
t = 1.5 X 105wp for our case.

(3-2-b) EFEE charging
If P is large enough, once the emission current becomes substantial, the EFEE charging de-

velops very rapidly because of its exponential dependence on the field E and we no longer have
the steady state by the IISE. Since the details of the emission site are beyond the purpose of this
paper, we arbitrarily choose P so that the emission current jec can be comparable to the ambient
ion ram current j.ram. For our geometry we assume P = 282 uniformly over the conductor surface.
This P = 282 is a reasonable value according to Ref. [3]. The electric field at the triple junctionU keeps increasing very rapidly. At t = 8 x 104w; we can no longer neglect the space charge effect
produced by the emission current itself and we used the PIC code.

3 4. Discussion

On the basis of these numerical calculations, we can draw a picture of how the solar cell
dielectric is charged after the conductor reaches the bias potential. The time history of the
electric field at the triple jur --'on is shown schematically in Fig. 7.

The phases (1) and (2) o--dr for every solar cell on the solar array. Among the solar cells,
some might have a whisker or dielectric im- break down 7
purity on the conductor surface, which en-
hances the electric field. If the enhance- E
ment is high enough, the EFEE charging (3) high P

m - EFEE charging
is initiated and phase (3) in Fig. 7 devel- ISE chargng of side surface

ops rapidly. The emission current from the of side surface
conductor becomes substantial so that we 2)

can no longer neglect desorption of neutral V/d r -- T
gas from the dielectric surface. low P steady state

We now examine the possibility of the
Townsend breakdown of the desorbed neu- ion charging
tral gas. The Townsend breakdown criteria of front surface

is given by[4] , 0 I~104ap!! -105cpt time

-r(exp(f adz) - 1) _> 1. (4) Fig. 2 Electric field at the triple junction vs. time

For simplicity, we now assume that a is constant over the surface and give it by a = nnoion. The
density to satisfy Eq. (4) is given by nn > 2.2 x 1023(1/M 3) for y = 0.1,a,.. = 10-1 9M2 and
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d = 0.11mm, where y = 0.1 is a typical value for ion-induced secondary electron yield.
We assume that the neutral gas is desorbed due to heating of the dielectric surface by the

electron current. We consider the desorbed neutral flux simply by energy consumption. We define
desorption energy efficiency t/dp by the fraction of incoming energy to be spent in desorption.
Then the neutral density is given by

n= 7dp electron energy flux = tldop je(E - leeEe) (5)
Edp Vn Ed. p  ev

where Ee is the secondary electron emission energy. From the numerical results, the electron
energy flux is estimated to be 108 (W/m 2 ). Then the neutral density satisfies the breakdown
criteria nn ' 2.2 x 102s(1/m3 ) at i&p = 0.1 for Ed,p = 0.5eV and vn = 550(m/s) where a typical
value for physisorption is used for Edp and vn = 7/2 iTmn for T. = 300K is assumed.

We now estinate the threshold voltage. If the desorption energy efficiency 7d~p is given, the
minimum energy flux to satisfy the breakdown condition is calculated using Eq. 5. For an example,
we consider a case of fd.,p = 0.1. Then the energy flux is 10 8(W/m 2 ). A practical upper bound of
,8 observed so far is 6 t- 500 [sl. The energy flux is approximated by jecEll(d/2) and the minimum
electric field to give the energy flux 108 (W/rn2 ) is calculated to be Ell = 4.7 x 106(V/m) using
Eq. 3 with P = 500. If the electric field can reach Ell = 4.7 x 106 (V/m) started from Ell = V/d
due to the EFEE charging in a certain time, the breakdown is possible.

We consider the possibility of breakdown within 5400 sec which is one circulation time in LEO.
We use Eq. I to calculate the rate of change of electric field at the triple junction. The electric
field at the triple junction is given by Ell = 0./(d/2) = G/Cdiele/(d12). Keeping only the second
term in Eq. 1 and assuming -y(z,y) , , and j.,(y) = je(y = triple junction), we have

. - (ye. - 1)jc f P(d/2, y)dy

dt Cd/2 ' (6)

where we estimate f P(d/2, .)dy n- 0.1 from the result of the orbit integration and C = 3.5 x
10- 6 (F/m 2 ). For simplicity we assume the normal incidence Vi = 0 for -y. in Eq. 2 and set
Ei = Ell(d/2). We now integrate Eqs. 2, 3, and 6 numerically with Ell(t = 0) = V/d and

= 500. The result is that we need V < -220 volt to reach E = 4.7 x 106(V/rn) within 5400 sec
with P = 500. Since the highest 0 gives the fastest rate of change of Ell, we can conclude that
V = -220 volt is the threshold bias voltage for the case we considered.

5. Conclusion

The results we have obtained are summarized as follows:
-Ambient ions charge the dielectric front surface leaving the side surface relatively uncharged.
•Ion-induced secondary electrons from the conductor can charge the side surface and a steady
state is obtained unless enhanced field emission becomes significant.
*Enhanced field emission electron (EFEE) can charge the side surface if the field enhancement
factor is high. Once the EFEE charging is initiated it can lead to the Townsend breakdown.
-For a given geometry, the threshold voltage is determined by the upper bound of f. This is
estimated to be -220 volt for our case.

1. Hastings D. E., Weyl G., and Kaufman D.,"A simple model for the threshold voltage for
arcing on negatively biased high voltage solar array," to be published in J. Spacecraft & Rocket.

2. R. C. Chaky, J. H. Nonnast, and J. Enoch., J. Appl. Phys., Vol. 52(12), 1981, pp. 7092-7098.
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4. Howatson A. M, An introduction to gas discharge, Pergamon Press, Oxford, 1965, pp6l.
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SPACECRAFF INTERACTION WITH AMBIENT AND SELF-GENERATED
PLASMA/NEUTRAL ENVIRONMENT

3 Contract starting date: June 1, 1990

3 Principal Investigator: Torkil S. Mogstad

McDonnell Douglas Space Systems Co.
Huntington Beach, CA 92647

I
3 Summary

1 Plasma clouds can be generated by many types of interaction between a spacecraft
and its environment. These plasma clouds can interact with the body from which they
came by providing an artificial environment for high voltage surfaces (solar arrays,
transmission lines, etc.). Enhanced sputtering and arcing, leading to reduced
performance of the solar arrays, may be the end result. In order to better understand
and hopefully predict the occurrence of such phenomena, a microscopic model of the
arcing process and a macroscopic model of the plasma/neutral environment will be

developed. The macroscopic model will serve as input to the microscopic model.

3 Introduction

Large plasma clouds around a spacecraft can be generated by outgassing, power
system effluents, propulsion plumes, thruster firings, and dumps of neutrals, which
subsequently become ionized via various mechanisms. Plasma clouds may also be

generated by operation of plasma contactors.. The interaction of these plasma clouds
with the body from which they originated is of interest for many reasons. One major
reason is that they provide an artificial environment for any high voltage surfaces

(solar arrays, transmission lines, etc.) on a space platform/vehicle. These surfaces3 may be exposed to the space environment either through design, or by erosion of the
insulation. In this artificial plasma environment enhanced sputtering and arcing may3 occur. Both of these processes are life limiting and must be understood to lead to
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effective design and location of propulsion systems on board the space

platform/vehicle.

A two fold macroscopic and microscopic program has been proposed. The

macroscopic program will develop plasma simulation models for the ionization and

motion of plasma clouds near large space platforms/vehicles. This will provide the

neutral and plasma environment which will be used in the microscopic model of the

high voltage surface. The microscopic effort consists of development of models of

the arcing and sputtering as a function of among other things the plasma and neutral

environment. The goal is to provide a predictive capability for the occurrence and

prevention of arcing on high voltage surfaces.

The research will be conducted on a jointly basis between McDonnell Douglas Space

Systems Co. (MDSSC) and MIT, but for practical reasons the task has been divided

into two parts. Professor D. E. Hastings at MIT is responsible for the microscopic

arcing model, whereas the development of a macroscopic simulation model for the

ionization of the neutral effluent and the subsequent motion of the plasma cloud will
be undertaken by MDSSC.

The objective is to develop a model of the neutral and charged particle self-induced

environment around a space platform/vehicle. Current models have treated outgassing

rates up to a maximum of kg/hr, only. We want to extend this to rates of kg/s, which

corresponds to the effluent mass flow out of a megawatt type chemical or nuclear

power system. The model should include altitudes up to 1000 km and all inclinations.

Current models are mainly concerned with low inclination LEO conditions.

Neutral Expansion

The initial expansion of the neutral effluents will be modeled by a combination of the

Method of Characteristics (MOC) and Direct Simulation Monte Carlo (DSMC) in the

continuum and rarefied regimes, respectively. There are several potentially important

interactions between the platform surfaces and the effluents. The model will consider

chemical reactions, hopefully including reaction rates and their dependence on

temperature and catalytic effects. In addition to the high mass flow effluents, the

platform will exhibit outgassing, desorption, etc. The degree of surface

accommodation has to be estimated; this will depend on particle energies and their
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I impact angles (ram/wake effects). Secondary and backscattered electrons should be

considered.

Geometry

A more or less generic platform geometry will b defined, based on the geometry in3 the POLAR (Potentials Of Large objects in the Auroral Region) code, developed by

AFGL/S-Cubed. This code has been acquired from AFGL, and is currently being

tested at MDSSC. Once the neutral flow-field has been characterized, a functional fit

to the simulation data can be generated; this will define the initial conditions for the
plasma model.

IonizationI
Part of the initial neutral distribution will become ionized and create a platform
induced plasma. Several charging/ionization mechanisms are possible; some of them

are

- Charge Exchange

- Photo-ionization

- Chemical Reactions
- Critical Velocity Ionization

- Auroral Charging

- Galactic/Solar Cosmic Rays

- Solar Wind

- Recombination
For the charge exchange we need to define the ambient ion environment and the

appropriate cross-sections. Optical thickness of the platform effluent cloud must also

be taken into consideration. To compute the photo-ionization we will need solar flux

and cross-section for various photon energies. Optical thickness of the cloud will be

important. We need to estimate all chemical reactions of importance and their
dependence on surface materials, temperature, energies, etc. Critical ionization is still3 a poorly understood phenomenon, however, it might be possible to include it as some
sort of artificial term. Charged particles in the auroral regions and in the form of

3 cosmic rays and solar wind can ionize the neutrals. Particle fluxes and energies, as
well as cross-sections are needed. The various recombination mechanisms should be

3 included.
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Dynamics

After an initial neutral and plasma distribution has been estimated, we can investigate

the dynamics. A set of fluid equations, including continuity equations, momentum

equations, energy equations, and charge conservation, will be derived. For simplicity

reasons these will be 2-D equations. The equations will be expanded and simplified

in accordance with the appropriate collisional regime. The momentum equations

should include all collisions that might effect the dynamics. All relevant collision

frequencies have to be estimated. We have to decide what length scales the equations

shall be valid for and integrated over. Diamagnetic plasma effects might have to be

considered. Kinetic coefficients in the energy equations, such as viscosity and heat

transfer, will be characterized using model forms. A numerical solution of the set of

fluid equations for the neutrals and the plasma will be attempted. We will start

development of a finite element code for this purpose.
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ECR PLASMA ENGINE RESEARCH

I Grant No. AFOSR-87-0205

F. E. C. Culick and J. C. Sercel

California Institute of Technology
Pasadena, California 91125

I SUMMARY/OVERVIEW:

The Electron-Cyclotron-Resonance (ECR) plasma engine is an electrodeless
n electromagnetic plasma accelerator which is being investigated for its potential use

in electric propulsion, beamed energy propulsion, and advanced nuclear propulsion
(Ref. 1). Motivation for study of this device vis-a-vis other plasma acceleration
schemes stems from calculations which suggest its potential to deliver high sr-cificI impulse, long life, and high unit power handling capability while processing any of
several propellant species, some of which are not useable in alternative electric

n thruster concepts.

This research is directed at developing the first quantitative theoretical model of the
operation of the ECR plasma engine. To accomplish this objective, both analytical
and experimental research is being conducted. In the analytical aspect of this
program a quasi-one-dimensional, steady-state model of the acceleration process has
been developed. Numerical calculations based on this model have been conducted to
provide quantitative predictions of physical parameters which are testedI experimentally. In addition, a simple formulation has been developed which allows
calculation of the trajectory of an accelerating plasma in the presence of an applied,
diverging magnetic field. Tests on a laboratory ECR plasma accelerator have been
conducted. Several diagnostic tools, including a gridded energy analyzer, a Faraday
cup current density analyzer, Langmuir probes, emissive probes, and a diamagnetic
loop have been used to measure physical parameters of interest.

I TECHNICAL DISCUSSION

The theoretical aspect of this research consists of two separate modeling efforts. The
first is a three dimensional calculation to predict the plasma trajectory of an ECR
accelerator. The second, more extensive modeling effort, is the development of a
quasi-one-dimensional three-component model which is used to understand non-I equilibrium and radiation effects.

Calculation of Plasma Traiectory in a Diverging Magnetic Field: We have used a
collisionless, steady-state, cold, two-fluid model to predict the trajectory of the ECRI plasma as it is accelerated through a diverging magnetic field. Our model, which is
an extension of Kosmahl's model (Ref. 2), allows the calculation of the angle by
which the plasma trajectory diverges during separation from the magnetic field.I The divergence angle is important because the fraction of the momentum of the
flowing plasma which is useful for thrust varies as the cosine of the divergence
angle.

Our analysis addresses the acceleration of a plasma which is initially at a specified
velocity and position in a cylindrically symmetrical system. An applied, strictly
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longitudinal magnetic field is assumed. Although random thermal energy effects are
neglected in the cold plasma approximation, an important effect of the plasma
enthalpy is included as the energy and magnetic dipole moment associated with
electron Larmor motion perpendicular to magnetic field lines.

We use a Lagrangian formulation to describe an electron fluid and an ion fluid
which mutually interact via an induced ambipolar electric field. The condition of
quasi-neutrality is valid throughout the region of interest in this device, so the ion
plasma density is assumed equal to the electron plasma density. As the plasma is
accelerated under the influence of the diamagnetic body force, the kinetic energy of
the electron Larmor motion is converted to directed kinetic energy of both ions and
electrons.

We have used this model to predict the plasma trajectory for the magnetic field
configuration which we are testing in the experimental aspect of this research.
Plasma trajectories are calculated for eleven initial positions, all 5 cm downstream of
the center of the solenoid, for eleven radial positions with radii ranging from zero to
5.5 cm. The Lagrangian two-fluid equations of motion are integrated using the LSODE
ordinary differential equations package.

Figure 1 shows the plasma trajectories predicted by these calculations. The magnetic
field lines are superimposed on the graph as dotted lines to show where the plasma
crosses the field lines. Calculations of plasma trajectories in other field
configurations confirm Kosmahl's assertion that beam divergence losses can be made
small in ECR plasma accelerators.

Nonequilibrium and Radiation Effects Model: Nonequilibrium and radiation effects
are treated using a steady-state, quasi-one-dimensional, three-component model. The
three components included are the electron fluid, the ion fluid, and the neutral gas,
which is addressed under the assumption of rarified flow. Using this model we can
solve for plasma density, gas atom density, axial velocity, and each of two components
of the electron temperature (perpendicular and parallel to magnetic field lines).
Source terms are present in the model to account for phenomena such as coupling
microwave power into the plasma at ECR, collisional energy transfer between the
perpendicular and parallel components of the electron temperature, cross-field
(Bohm) diffusion, ionization, radiation, and ambipolar diffusion.

The set of equations which embody the model have been presented in previous
publications (Refs. 3,4). The LSODE ordinary differential equations package has been
used to calculate numerical solutions to the equations. The results of one such
calculation are presented in Figures 2, 3, and 4. The boundary conditions used in
Figure 2 include an initial gas velocity equal to the initial plasma velocity of 100 m/s,
an initial electron temperature of 2.5 eV, an initial neutral gas density of 6x10 1 8 m- 3,
and an inlet ionization fraction of 0.1. Coupled ECR power in this case was taken to be
20 kW/m 2 . The ECR heating region was assumed to be centered at z=0.l m falling off
up-stream and down-stream as a Gaussian function over a characteristic length of I
cm.

Figure 2 shows the variation of plasma velocity as a function of 'z', the distance
down-stream from the window. Figure 3 shows the variation of neutral atom and
plasma density with z. Figure 4 shows the variation of the perpendicular and parallel
components of the mean electron thermal energy with z. Predicted losses due to
ionization, radiation, diffusion, propellant utilization, and particle collision
phenomena amount to approximately 25 percent of coupled microwave power in this
calculation.
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I
Experimental Studies An experimental test bed has been developed as part of this
activity (Refs. 4,5). Several diagnostic tools have been used to measure physical
parameters of interest in further developing a basic scientific understanding of this
device. Our diagnostics include a gridded energy analyzer, a Faraday cup current
density analyzer, Langmuir probes, emissive probes, and a diamagnetic loop. We
have measured the accelerated ion energy distribution, the accelerated plasma
density (and hence the propellant utilization), perpendicular and parallel
components of the electron temperature, the magnitude and spatial variation of the
plasma potential, and plasma beta in the ECR heating region.

Our measurements have shown that the propellant utilization, ion energy, plasma
potential, and plasma beta are consistent with theoretical predictions based on the
measured electron temperature. However, electron temperatures have been lower
than predicted by theory. The most likely explanation for this observation is that
axial conduction of electron thermal energy is carrying a significant fraction of the
coupled power down-stream where it is dissipated via inelastic collisions of electrons
with neutral atoms in the vacuum tank.

Preliminary Conclusions. Continuing Work. and Plans If axial conduction of thermal
energy via electron transport is responsible for the observed lower-than-expected
electron temperatures, the theoretical performance of the ECR plasma engine is
probably not significantly reduced. We believe the effect of such a process would be
to extend the acceleration region out farther beyond the heating region than is
predicted by the present model. Such an extension of the acceleration region would
have the negative effect of dramatically reducing the maximum allowable vacuum
system background pressure for verification of thruster performance.

For the present research effort, it is necessary to incorporate the effects of axial heat
transport and vacuum system back pressure into the existing model. Once verified by
comparison with our experimental measurements, the present theory can then be
used to predict the theoretical performance of the ECR plasma engine. To this end,
the nonequilibrium and radiation effects model has been modified to include the
Spitzer-Harm heat conduction formula for axial heat transport along magnetic fieldlines. We plan to perform numerical calculations based on this modified model and to

compare the results of these calculation with our experimental measurements before
publishing the final report for this research effort.
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OSCILLATORY INTERNAL FLOWS IN SOLID PROPELLANT ROCKETS

(AFOSR Grant No. TBD and Contract No. TSD)

Principal Investigators: G. A. Flandro and R. S. Brown

School of Aerospace Engineering
Georgia Institute of Technology

Atlanta GA. 30332

arid

United Technologies/ Chemical Systems Division
P. 0. Box 49028

San Jose, CA. 95161-9028

SUMMARY/OVERVIEW: This collaborative research program is
investigating the basic and unique mechanisms by which
oscillatory motions produced by acoustic fluctuations interact
with the mean gas motion in the combustion chamber of solid
propellant rockets. Current predictive models, which form the
basis for combustion stability predictions, do not correctly
account for the boundary conditions and acoustic energy effects
resulting from the vorticity produced and transported by both the
mean and oscillatory flows.. Correcting these deficiencies will
significantly increase the accuracy and reliability of stability
predictions and methods for correcting motor problems.

TECHNICAL DISCUSSION: Recent measurements and analyses of the
mean and oscillatory flow fields in solid propellant rocket
motors have demonstrated the unique behavior of the basic fluid
mechanics. Radial profiles of the mean velocdty vector and
turbulence show the evolution of gas from the propellant surface
causes the flow to be dominated by pressure and inertial forces,
and not. by viscous forces.. Thus, the flow is rotational because
of inertial effects and the time average vorticity results from
the forces required to turn and accelerate the flow from the side
wal1 to the a>ial directi on. Interpretdng these flows by Alialogy
to growing and/or fully developed turbulent boundary layers is,
therefore, not only invailid but is also vey mi sleading. i,

fact, the concept of a boundary layer is not valid for these
flows because the velocity grad:lent e:terd a suostant a
distance across the flow channel. Furthermore, turbulence is
important only towards the aft-end of the motor, not all aloing
the motor, as is usually assumed.

When acoustic waves are imposed on this steady rotational flow,
two phenomena are observed which differ significantly from the
classical irrotational behavior which has. been assumed to
characterize these waves (1,2). First, the measured magnitudes
of the waves differ significantly from the ex:pected plane wave
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behavior. As shown in figures 1 and 2, the radial variation of
the axial component of the oscillatory velocity extends well into
the core of the flow channel and the classical irrotational
behavior is limited to approximately 1/3 of the flow area near
the core region. In addition, the limited measurements which
resolved the vector direction of these waves indicate that the
oscillatory vorticity is substantial and thereby essential to
understanding the wave behavior. Thus, not only is the wave
motion rotational, but the gradients have characteristic
distances whi.ch significantly e;:ceed the thickness of the
acoustic boundary layer. Therefore, an acoustic boundary layer
approach is not valid for interpreting the effect of wall blowing
on the wave motion.

Preliminary analyses of these flows by Flandro (3,4,5) have
determined that including the production and transport of
vorticity can account for these observed effects. The velocity
overshoot is caused by a travelling shear wave that is generated
at the surface and propagates radially with the mean radial speed
of the gas. The amplitude decreases because of viscous damping
and because the radial mean velocity approached zero and the
chamber centerline. The shear wave results from vorticity
introduced because the flow must enter the chamber normal to the
surface. It is not necessary tO invoke the effects of viscosity
directly to account for thes:e main features of the flow.

The theoretical maximum velocity overshoot is twice the amplitude
of the acoustic motion. The unsteady velocity is nearly in phase
with the local acoustic pressulre, instead of lagging the pressure
by 90 degrees as assumed i:i the conventional combustion stability
models. The depth of the shear wave penetration into the
chamber, it's wavelength, and the overshoot amplitude are
controlled by two Reynolds numbers controlled respectively by the
irjectioni speed of the mean speed arid the acoustic wave number.
For the low-order axial modes, the rotational perturbations
dominate the flow. They also show a strong axial dependence
which modifies the apparent combustion response in a manner
similar to that usually attributed to the classical form of
velccity coupling.

The alytica tudies to be conducted under the collaborative
program will remove these limitations from the mathematical
stability models and thereby significaritly enhance both the

physical iinderstanding of the phenomena as well as improve the
ability t., &nt:icipate and ccvr.ecct motcr dEs'ig:;:S. First, c a refIl
modelling will establish the best method for incorporating the
6,ffectc- of vorticity tranrspcrt and the asscciated bounidry
conditions into the internal flow problem. Next, the time
dependent flows will be separated into two separate modules.
The first module is directed towards producing an accurate
analytical representation of the time-dependent flow in a form
which is suitable for practical motor design studies. The module
wi.l this first module by comparison to a deLAiled finite
difference computational solution to the full viscous Internal
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flow problem. This second module will utilize a new fully
vectorized three-dimensional Navier-Stokes code being written to
support this program.

Additional measurements of the oscillatory veocity vector
profile will also obtained to characterize the acoustic
environment in detail. Hqh resolutaiorn c-*cilatory velocIty
profiles will be measured upstream of the turbulent transition in
the mean flow for three purposes. First, analytical studies,
such as the recent preliminary analytical predictions by Flandro
presented in figures I and 2, show that high axial and radial
spatial resolution of the acoustic velocity vector profiles are
needed to adequately test analytical predictions of velocity
vector profile. Second, the range of flow and acoustic
conditions tested must be extended to adequately encompass the
typical range of motor conditions. These additional conditions
include evaluating the effects of surface Mach No., acoustic
frequency, and surface admittance. Third, the effect of
kinematic viscosity requires definition tzc assess the relative
contributions of viscous and inertial forces in the acoustic flow
field. This contributic~n can be investigated by measuring the
effect of mean pressure cn the acoustic velocity vector profiles.

The ar.aIytica2 and experimental results wi1 1-e compared to
establish the validity of the flow field representation and tc
provide a basis fzoi signifi-aritly improvirig the accuracy of
stability predict.ns.
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ACOUSTIC WAVE INTERACTION WITH A LOW MACH
NUMBER SHEAR FLOW

I (AFOSR Grant No. 89-0023)

Principal Investigator: David R. Kassoy

Mechanical Engineering Department3 Center for Combustion Research
University of Colorado

Boulder, CO 80309-0427

3 SUMMARY:

The objective of this study is to elucidate the acoustic-shear flow interactions in solid rocket
engine chambers, where the characteristic Mach number M is small. The traveling wave study
emphasizes acoustic refraction phenomena and viscous acoustic boundary layer structure. The
results, obtained from a perturbation based-analysis, show the explicit effects of the key dimen-
sionless parameters in the physical system. The standing wave study shows that transverse and
oblique acoustic modes evolve from the interaction of longitudinal modes with the shear flow. It
is found that, in the parameter ranges typical for solid rocket gasdynamics, the alteration of both
traveling and standing acoustic waves by the mean shear flow is O(M), relative to the imposed
acoustic disturbance.

I AUTHORS: Meng Wang and D.R. Kassoy

* TECHNICAL DISCUSSION

1. Traveling Wave Study

A study is made of acoustic wave propagation through a low Mach number shear flow in a
long, narrow, planar duct with impermeable walls. Concern is focused on acoustic refraction,
physical characteristics of the acoustic boundary layer and the relevance of nonlinear effects,
issues of controversy between Baum and Levine's recent rocket-oriented numerical solutions [1]
and those from classical linear analysis [2-4] for sound waves. The primary goals of the present
work are to reformulate the acoustic-shear flow interaction problem, specifically for parameter
ranges relevant to solid rocket engines, to assess the validity of classical linear solutions [2-4) as
applied to rocket flow conditions, as well as to gain more physical insight about acoustic refraction
effects by systematic mathematical modeling efforts.

The study is based on a laminar flow model for a viscous, heat conducting fluid. Perturbation
methods, based on the small mean flow Mach number M and high Reynolds number Re >
O(1/M), are employed to find solutions for both the transport-free core region and the extremely
thin acoustic boundary layer adjacent to the impermeable duct wall. As in the earlier studies
[2-4], quasi-steady solutions of the form

I [ , L, if] = [F(K, y), G(K, y), II(K, y)] ei(KX-t) (1)
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are constructed for the dimensionless acoustic pressure, the horizontal acoustic velocity and the
transverse acoustic velocity, respectively. A boundary value problem is solved to obtain the
amplitude functions F, G, H, and the wave propagation constant r. The solution procedure is
more elementary than that used in the classical linear analyses because the low Mach number
expansion approach simplifies the basic mathematical model.

When acoustic waves pass through a fluid, nondimensional horizontal velocity disturbances
of O(M 2 ), relative to the O(M) parallel shear flow velocity U(y), always correspond to O(M 2)
acoustic disturbances in pressure and other thermodynamic parameters, relative to their mean
values. The refraction of acoustic waves by the mean flow velocity gradient results in a nonuniform
distribution of the acoustic pressure across the duct. When Q1, the ratio of the transverse acoustic
time in the duct to the wave period, is of 0(1) or smaller, acoustic refraction is associated with
O(M 3) changes in the static pressure, or O(M) change in the acoustic pressure. Solutions for this
case, which is typical in solid rocket motors, are exemplified in Fig. 1. In the higher frequency
case, f > O(M-1/2 ), the refraction effect appears at O(M 2) and 0(1) variations in the static
pressure and acoustic pressure, respectively. The well-known results about acoustic refraction,
e.g., its dependence on wave frequency, the mean flow Mach number and the flow profile, are
obtained in terms of key dimensionless parameters.

Our acoustic solutions agree to O(M) with those from classical linear theory [2-4]. Example
calculations show acoustic refraction effects of comparable size with Baum and Levine's fully
numerical solutions [1], although the latter contain turbulent effects arising from a k-C model.
The two types of solutions are in qualitative agreement if comparisons are made in the same
parameter range. The nonlinear convective terms, as obtained in our perturbation equations, are
O(M) smaller than those responsible for acoustic refraction. They contribute very little to either
the acoustic or the overall flow quantities, on the time scale of a few acoustic periods considered
by Baum and Levine (1].

In the thin acoustic boundary layer, the acoustic pressure is basically uniform across the layer,
equal to that at the outer edge of the layer. The horizontal velocity perturbation obeys the clas-
sical Stokes solution. The phase difference between the acoustic pressure and horizontal velocity
varies only with the transverse boundary layer coordinate. In addition to the transverse velocity
components caused by viscous and thermal diffusion across the boundary layer, an additional
component due to the mean shear flow effect in the core is found to exist in the boundary layer.
The latter causes the transverse velocity to grow with the boundary coordinate (see Fig. 2). The
core and boundary layer solutions are matched in a region of common validity.

The nonlinear effects in the boundary layer are again found to be O(A 2 ) relative to the basic
variations occuring there. Acoustic streaming associated with the nonlinear convective terms is
insignificant relative to the amplitude of refraction effects. The velocity profiles show considerable
resemblence to Baum and Levine's computational results. The effective boundary layer thickness
also shows order of magnitude agreement with their numerical output.

More details of this work have been reported in [5].

2. Standing Wave Study

Standing waves provide a better representation of longer-time scale acoustic processes in solid
rocket engine chambers, where reflections from solid boundaries and the nozzle flow are important.
The interaction between standing acoustic waves and a parallel shear flow is investigated. The
wave modeb, of the same amplitude as in the traveling wave study, exist in a planar region
bounded by special boundaries that act as perfect reflectors for acoustic waves but allow the
passage of a fully-developed low Mach number shear flow U(y). The two sidewalls are assumed
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impermeable. This configuration permits us to study the impact of multiple wave reflections on
the acoustic-shear flow interaction, on time scales large compared to the wave period.

The modeling effort is concentrated on the transport-free core region where the Euler equations
are valid. Low Mach number asymptotics are again employed to derive the acoustic equations.
Particular interest is focused on the transients evolving from an initial velocity distribution in the
longitudinal (flow) direction x, defined by ii = A sin(krx). When the two dimensions of the duct
are of comparable size, and if the mode number k is an 0(1) quantity, the shear flow causes only
an O(M) correction to the acoustic pressure, as in the traveling wave case. The acoustic pressure

i and longitudinal velocity are given by

= -A sin(kirt) cos(krx) + Mp2(x, y, t), ft = A cos(krrt) sin(krx) + Mu 2(x, y, ). (2)

The leading order wave field is independent of the transverse coordinate y.
A two-dimensional wave equation is derived for P2, the O(M) correction to the acoustic pres-

sure. The shear flow velocity U(y), which appears in the forcing function in the equation and in
the boundary conditions, initiates and drives y-dependent acoustic modes of O(Af). An analytical
solution is obtained by using the Laplace transformation technique and Fourier series expansions.
The solution contains nonresonant spatial modes that are explicitly x-dependent (longitudinal),
y-dependent (transverse), and x, y-dependent (oblique), as well as resonant modes when resonant
conditions are satisfied by the flow field and the duct geometry.

The solution can be written as P2 = P2c + P2r. Here P2c is y-independent, and is proportional
to the average shear flow velocity in the duct. It describes the deformation of the leading order
x-dependent acoustic pressure in (2) caused by the bulk convection in that direction. The second
part P2, describes the evolution of transverse and oblique acoustic modes, generated as a result of
interaction between the longitudinally distributed initial disturbance and the shear flow velocityI gradient (refraction). The pressure response P in (2) at a fixed location becomes fairly complicated,
as demonstrated in Figs. 3a and 3b. In Fig. 4 the refraction-induced acoustic pressure in the duct
is depicted at a given time.

As in the traveling wave problem, the magnitude of the acoustic refraction is found to depend
strongly upon the magnitude and the characteristics of the shear flow velocity. For given duct
geometry, both the refraction and bulk convection effects increase with increasing mode number
of the initial disturbance. Higher frequency modes are more strongly influenced by the shear flow.
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NUMERICAL INVESTIGATION OF ENERGY EXCHANGE MECHANISMS
SBETWEEN THE MEAN AND ACOUSTIC FLOW FIELDS

IN SOLID ROCKET COMBUSTION CHAMBERS
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Principal Investigator: Dr. Joseph D. Baum

I Science Applications International Corporation
1710 Goodridge Dr, MS 2-3-13 McLean, VA 22102

1 Summary/Overview:

This research effort is directed at understanding the energy exchange mechanisms be-
tween the mean and the acoustic flow fields in a solid propellant combustion chamber. The
numerical approach to the simulation and understanding of these mechanisms was based
on the investigation of the interaction between the turning mean flow and the standing
and traveling acoustic waves in a simulated solid propellant rocket combustor. The time-
dependent compressible Reynolds-averaged Navier-Stokes equations were solved using a
non-iterative Linearized Block Implicit scheme. While past investigations examined en-
ergy exchange between the mean flow field and acoustic traveling waves (both upstream
and downstream), the present effort investigated energy exchange between the mean flow
and the standing acoustic waves in the cold flow simulator.

Technical Discussion:
Energy exchange between the mean flow field and acoustic traveling waves (both in

the upstream and downstream directions) was investigated in past years [1]. To address
some of the concerns raised in the community about possible differences in energy exchange.1 mechanisms between traveling and standing acoustic waves, the present effort investi-
gated energy exchange mechanisms between the mean flow field and standing acoustic
waves. A typical tactical solid rocket combustor with a large length to diameter ratio and
a short nozzle was modeled in this study. Figures la through ic show the computational
mesh for the complete motor and for expanded views of the nozzle and the near-wall mesh.
Constant injection velocity (M=0.0022) was prescribed at the outer wall. Symmetric con-
ditions were applied at the centerline. A hard-wall boundary condition was applied at
the head-end (left boundary) during the steady state computation. The flow through the
throat was choked; the Mach number at the exit plane was 4.92. Hence, the solution can
be integrated through the sonic throat to the supersonic portion of the nozzle. This con-
figuration finally alleviates the problem of modeling non-reflecting boundary conditions; a
problem which in the past prevented the modeling of traveling wave propagation for many
wave cycles Ill.

Very fine mesh was used near the injection surface to properly resolve the acoustic
boundary layer and the acoustic-mean flow processes which where shown to occur there [2].
The closest grid point was located 2.1 ttm from the injection surface. One hundred sixty
four grid points were used in the axial direction. Approximately 120 points were placedIin the axial direction inside the combustor. The length of the simulated combustor was
approximately 0.356 m, a distance chosen to yield a standing wave frequency of 500 Hz.
Since the largest expense in these calculations is the computation of the steady state flow,
which may take many more time steps than the calculation of the quasi-steady solution, a
combustor length which will yield a standing-wave frequency of 500 Hz was chosen. Thus,
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a driven acoustic wave with a frequency of 1000 Hz may utilize the same steady solution
and should yield a standing wave with two nodes in the combustor, each wave spanned by
60 axial points, a sufficiently accurate description.

After convergence to a steady solution, acoustic waves were initiated at the head-end
as downstream traveling compression waves. Energy exchange mechanisms were examined
after convergence to an almost perfectly periodic solution. Since the natural standing
wave frequency of the chamber was 500 Hz and the perturbation frequency was 1000 Hz,
a standing wave containing two nodes was established in the chamber.

Complex wave evolution phenomena were demonstrated near the injection surface.
Acoustic velocity transition was observed to initiate at the acoustic velocity nodes (of the
standing wave) and then propagate diagonally away from the injection surface toward the
pressure node location (Fig 2), thus resulting in a continuously varying phase difference
between the axial acoustic velocity inside and outside the acoustic boundary layer (Fig
3). To complicate matters, while for traveling waves the phase angle between the acoustic
velocity and acoustic pressure outside the acoustic boundary layer is constant, it is shown
that for standing waves, this phase angle varied temporally (during the wavecycle) and
spatially, as a function of location with respect to the standing wave (Table 1). It is thus
suggested that a proper simulation of the interaction between the flow in a combustor and
the combustion of the solid propellant requires the coupling of the instantaneous local flow
field with the propellant combustion model. The temporal and spatial evolutions of both
the mean and the acoustic flow fields must be acounted for.

The rms acoustic pressure results demonstrated excitation of acoustic energy in the
chamber, a phenomenon that will be investigated in the future. The rms results also
demonstrate the strong dependence of acoustic streaming processes (such as Richardson's
annular effect) on the amplitude of the acoustic velocity oscillations and viscous dissipation.
In addition, the rms acoustic boundary layer thickness was shown to vary within the
standing wave: boundary layer thickness near the nodes of the axial acoustic velocity
varied betwen 440-520 jam, while near the axial acoustic velocity anti-nodes boundary
layer thickness increased to 650-700 Aim, with an almost continuous transition between
these values. In comparison, acoustic boundary layer thickness for traveling waves was
only 105 tsm. Since the mean flow conditions are not drastically different, it is postulated
that repetitive processing of the acoustic boundary layer by upstream and downstream
waves resulted in boundary layer thickening.

Finally, examination of the time averaged solution demonstrated large vorticity pro-
duction and acoustic streaming phenomena. It was shown that the instantaneous vorticity
produced eddies and the mechanical dissipation near the wall followed the local radial
derivative of the axial acoustic velocity. Correspondingly, the time-averaged vorticity and
dissipation function contours were confined to a region near the wall, with maximum values
at the acoustic velocity anti-node locations. Very little dissipation and vorticity production
were observed near the acoustic velocity nodes, indicating that significant dissipation and
vorticity production can occur only through the interaction between the acoustic velocity
flow field with the mean flow injected through the periphery. The time-averged axial en-
ergy flux results demonstrated large positive acoustic energy fluxes at the first and third
quadrants of the chamber, and damping at the second and fourth quadrants, in agreement
with Rayleigh's criterion.

So far we have investigated energy exchange mechanisms in viscous-dominated flow
fields. Since the ultimate objective is to understand these energy exchange mechanisms
in solid propellant combustors in which both thermal and viscosity-controlled mechanisms
play an important role, research in the upcoming year will focus on energy exchange mech-
anisms between the mean and acoustic flow fields in the presence of a thermal boundary
layer near the wall. Finally, the thermal boundary layer will be replaced by a burning solid
propellant.

76



REFERENCES

1. Baum, J.D., "Numerical Study of Acoustic Refraction Phenomenon; Effect of Up-
stream and Downstream Propagation," AIAA Preprint 87-0544 presented at the AIAAI 26th Aerospace Sciences Meeting, Jan 11-14, 1988, Reno NV.
2. Baum, J.D., "Numerical Investigation of Acoustic Wave Propagation in a Sheared Mean
Flow," AIAA Preprint 87-2739, presented at the AIAA 11th Aeroacoustics Conference,3 Sunnyvale CA, Oct 19-21, 1987.

3a (a)

-I~~~~f -"-M14 -am 5.5. aml 05 M.f LW
AUaA ACMEM1 VUOOTY. MD

3 (b)

Id

-M -a - m a m o 4

SO Fig 2. Time Evolution of Axial Acoustic
Z5WI Velocity Profiles Near the Injection Surface,

Z=O.064m: a) Minimum to Maximum; b)
(C) Maximum to Minimum.

Distanc, from Axial Acousetic Velocity Acernt Pweseawe andA
ZIHeod End Transition Phase Lag; Acoustic Volocity M~a

diin Wavelength$ Wall to Centerline Phaee Lag

+ to to + + to -t

0.36A too 93 61 63

Oii!! ii11m .76A 54 67 .94 -21

1.13A 104 36 4? 61

OA L A 061.32A 61 To -104 7
Z AM MD. ,6439 7.5

S Fig 1. Computational Grid for: a) the Table 1. Transition Phase Differences.
Complete Motor Configuration; b) ExpandedE View of the Nozzle; and c) Near Injection Sur-
face.

1 77



co 'n .0 3.0 S.0 AXI .0 9.0 1.

.1.0 3.0 5.8 T.0 9.0 Ito1..D

Z AXES. N.O. AS .41.2 91.6f

(a) o

a~2

z

I'dNA'\N P 1.0 3.0 5.0 70 9.0 11.0
Xq o:I' Z4 AXIS.ND

a z'~r ;0lgND

1.0 3.0 5.It09.o1.

Z AXIS. N.D. I

(b) I ;

0. to L 5.0 7.0 9.0 me.

F. IZ AMI. N.D.

1 .0 1 3. z070 90 1.

(C) to 3.0 5.0 7.0 9.0 1It0
Z AXIS. N.D.

l.0 . 5.0 7.0 9.0 Ito.0 3 50 70'

ZAXS. .D.Z AXIS. N.D.

(d)

Fig 3. Axial Acoustic Velocity Contours at: a) time= 14.666 mns; b) time= 14.7 77 mns; c) time=l4.888

mns; d) time=15.O mns; e) tixne=15.111 ins; f) time=15.222 mns; g) tirne=15.3 33 mns; h) timel5.444

mns; and h) time=15.555 mns.

78



I
FLAME-ACOUSTIC WAVE INTERACTION DURING
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U Principle Investigators: B. T. Zinn, B. R. Daniel and U. G. Hegde

3 School of Aerospace Engineering
Georgia Institute of Technology

Atlanta, GA 30332

1
Summary/Overview:

IThis research program investigates the driving and damping of axial
instabilities in solid propellant rocket motors by gas phase solid propellant flames
and "flow turning", respectively. The response of diffusion flames, stabilized on
the side wall of a duct, to imposed axial acoustic waves has been investigated by
using flame radiation measurements and laser Doppler velocimetry (LDV). These
measurements reveal the presence of oscillatory flame heat release rate, flame
regions which either drive or damp the waves, and a highly complex flow field in
the flame region. The net effect of the driving/damping regions determines
whether the flame drives or damps the waves. This research aims to identify
flame and "near wall" flow processes which contribute significantly to the drivingI and damping of solid propellant rocket motor instabilities.

Technical Discussion:

The onset of combustion instabilities depends upon the relative magnitudes
of the driving and damping processes within the combustor which add and
remove energy from the waves. Consequently, the elimination or reduction in the
occurrences of combustion instabilities in solid propellant rocket motors requires
identification of the processes which add or remove energy from the waves, and
the development of an understanding of the mechanisms which control these
processes. It is generally accepted that energy supplied by solid propellant

* combustion processes is responsible for the initiation and maintenance of
instabilities inside rocket motors. It is also accepted that nozzle damping, viscous
dissipation, heat transfer and "flow turning" are processes which contribute to the
damping of combustion instabilities in solid rockets. This research program is
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investigating gas phase flame processes which drive combustion instabilities and
the damping provided by "flow turning".

Since actual solid propellant flames cannot be used in these studies, because
of their extremely small dimensions, smokey nature, and rapid burnout, other
flames which simulate, in some respects, actual solid propellant flames have been
used in the present and related studies. In the present investigation, the response
of diffusion flames, stabilized on the bottom wall of a rectangular duct (see Fig.
i), to the excitation of axial acoustic fields has been studied. This investigation
focused on determining (1) the driving/damping of acoustic waves by the
diffusion flames, and (2) the damping of the waves by "flow turning" in the flame
region.

The experimental setup consists of a 2.5 meter long, 3.75x7.5 cm 2 duct
with a diffusion flame burner installed on its bottom wall. The diffusion flame
burner consists of parallel, alternating, oxidizer and fuel slots which produce
three diffusion flames. Two acoustic drivers attached to the duct wall just
upstream of the exit plane are used to excite a standing longitidinal acoustic wave
inside the duct, which simulates an axial instability in an unstable rocket motor.
The location of the flame relative to the acoustic field can be changed by axial
translation of the "hard" termination at the upstream end of the duct. This "hard"
termination is made of porous material and it is used to inject a mean flow into
the duct in "flow turning" studies. Three pressure transducers on the wall above
the burner are used to characterize the excited acoustic field and the flame
location with respect to the standing wave.

The driving/damping of the acoustic field by the diffusion flame was
studied by measuring acoustic pressures, flame radiation and velocity
distributions in the flame region. The flame radiation was measured with a
system consisting of a C-H optical filter, a Hamamatsu R-268 photomultiplier and
a Neff 122 amplifier. The velocity field in the flame region was measured with a
5 watt Coherence argon-ion laser and a TSI 9100-7 dual beam forward scatter
LDV system. The acoustic pressures were measured with piezoelectric pressure
transducers mounted on the upper and attached to a probe.

The flame C-H radiation describes the time dependence of the flame
chemiluminescence which is proportional to the flame reaction and heat release
rates. Since Rayleigh's criterion indicates that the phase difference between the
heat release and pressure oscillations determines whether the flame adds or
removes energy from the oscillations, the measured flame radiation and pressure
data were used to determine the operating conditions under which the flame
drove or damped the acoustic field, and the driving/damping provided by
different regions of the flame.
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To determine the driving/dampin of a given flame region surrounded by a
control surface S, the integral SIds = Jsp'v'cosods where I, p', v', and 0 are the

acoustic intensity, pressure amplitude, normal velocity amplitude, and the phase
difference between p' and v', respectively, was evaluated using measured p', v'

I and 0 data. This integral determined whether a net amount of acoustic energy
was "generated" or "absorbed" within the investigated region, which corresponds
to "driving" and "damping" by the region, respectively. For example, the driving
within the flame region (see Fig. 2) bounded by the horizontal lines y=yl and

Y=Y2 was determined by determining the acoustic intensity integrals (denoted by3 PI and P2) along the lines y=yj and y=y2 . This region drove the waves when
AP=P2-P1 was positive, and vice versa.

The flame radiation measurements showed that the interaction of the
investigated flame with the acoustic field produced space dependent, oscillatory,
reaction and heat release rates having the same frequency as the excited acoustic
field. Driving occurs in some flame regions where the heat release occurs in
phase with the pressure oscillations while damping occurs in the remaining flame
regions. The overall effect of the flame upon the acoustic wave depends upon the
relative magnitudes of these "driving" and "damping" regions. The flame
radiation and velocity data were consistent and they identified the same flame3 regions as being "drivers" or "dampers" of acoustic waves. The measured data
suggest that the pressure and velocity oscillations affect the processes which
control the response of the diffusion flame to acoustic oscillations. Finally, the
response of the investigated diffusion flames is frequency dependent and it shows
that these flames generally drive the acoustic waves at frequencies below 700 Hz.

I Finally, a new diffusion flame burner, see Fig. 3, which better simulates
the behavior of gas phase solid propellant flames was developed. It consists of'1537 hypodermic tubes arranged in a 29x53 matrix. Oxidizer flow supplied
through the hypodermic needles simulates the combustion products produced by
the burning oxidizer particles (e.g., ammonium perchlorate) in a composite solid
propellant, and the fuel flow through the spaces which surround the hypodermic
needles simulates the flow of the pyrolysis products of the propellant binder. This
burner is currently bein used to investigate the effects of frequency, flame
position relative to the acoustic field, mean flow velocity and the amplitude of the
acoustic waves upon the damping provided by "flow turning".
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3 FRACTAL IMAGE COMPRESSION OF RAYLEIGH, RAMAN, LIF AND LV DATA IN

TURBULENT REACTING FLOWS

I (AFOSR Contract no. 88-0001)

Principal Investigators: W.C. Strahle and J.I. Jagoda

School of Aerospace Engineering
Georgia Institute of Technology

Atlanta, GA 30332

I
SUMMARY / OVERVIEW

This study deals with the use of fractals to improve the quality of data acquired
during the investigation of turbulent reacting flows. Particular emphasis has been placed
upon the development of novel techniques to filter the results of noisy measurements and
interpolate between temporally widely spaced data points. The flow field selected to
develop these techniques is the flame anchoring region of a solid fuel ramjet which is of
practical interest in its own right. This flow field is represented by flow over a backward
facing step in which the solid fuel is simulated by injecting a hydrogen and a diluent
through a porous plate behind the step (see Fig. I). The velocity and shear stress
distributions are determined using laser Doppler velocimetry while mixing and temperature
profiles are measured using Rayleigh and Raman scattering.The flow is also being modeled3 using a modified k-e model.

TECHNICAL DISCUSSION
Earlier measurements and predictions were carried out for the cold (i.e. non-

reacting) flow. Here the fuel was replaced by a bleed flow of carbon dioxide resulting in
excellent agreement between the predicted and measured results of the velocity field and the
mixing distributions.

During the past year the main thrust of this investigation concentrated upon
mapping the mixing and temperature distributions in the flow field. The performance of the
Raman system was checked by comparing the Raman scattering intensity in a stream of air
with that in a stream of pure nitrogen. This check was repeated before each series of
measurements. In addition, the performance of the Raman system was tested at elevated
temperature. Under these conditions the number density of nitrogen molecules in the test
volume is considerably lower resulting in a much weaker Raman signal. The nitrogen
concentration in the hot combustion products of a lean, turbulent diffusion flame (i.e. under
conditions for which air predominated) was compared with that in air at room temperature.
The perfect gas relations were used to calculate the approximate local mean exhaust gas
temperature. This temperature was then confirmed to within 50 degrees Kelvin using a fine
thermocouple.

Inside the tunnel it proved impossible obtain the correct ratio between the Stokes
line intensities in air and pure nitrogen since small amounts of light leaked past the notch
filter and spectrograph. This noise was removed by filling the tunnel with argon and
determining the intensity of the stray light at each location which was then subtracted from
the local Raman signals. The corrected Raman signals calibrated perfectly.

The numerical code used to simulate the flow under investigation is a heavily
modifyed version of a two dimensional elliptical solver. The model is based upon the two
equation k-E turbulence model and a hybridized upwind scheme to calculate the steady state5 fluid properties in an incompressible, but variable density flow behind the step. Favre
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averaging of the conservation equations accounts for the variable density effects.
Allowance is made for the low speed fuel flow injected behind the step. The resulting
mixture fractions and temperature profiles are calculated from the chemical reactions.
Species fluctuations due to turbulence were omitted and local thermodynamic equilibrium
was assumed. The wall proximity effects on the k-e equations were simulated using a low
Reynolds number law of the wall model.

The porous floor behind the step in the tunnel is divided into three sections. The
first part is blocked off. Hydrogen mixed with a diluent is injected through the next section
while an inert is injected downstream to keep the porous floor cool.

Laser velocimeter data obtained in the tunnel with combustion have previously been
reported. The presence of combustion was found to lengthen the recirculation region. At
first the model predicted a shortening of the recirculation with combustion. However, with
more careful modeling of the heavy, injected argon and by tightening the grid points in the
vicinity of reattachment the lengthening of the recirculation region could be predicted.

Local nitrogen concentrations in the test region were determined by measuring the
intensities of the nitrogen Stokes line. Local concentrations of the bleed flow were
estimated by mapping the nitrogen concentrations above the porous plate using first argon
then nitrogen as a diluent (Fig. 2). No appreciable increase in nitrogen was observed when
nitrogen was used as the diluent indicating that the bleed gas concentration in the
recirculation region is very small. Figure 3 shows the nitrogen concentration profiles at five
axial locations behind the step. At all locations, the levels of nitrogen are lower in the shear
layer and recirculation zone than in the free stream. Since the concentration of bleed gas has
been shown to be small, the the variation in nitrogen concentration is predominantly an
effect of temperature.

In light of the above, an estimate of the temperature distribution can be obtained
from the nitrogen concentration measurements using the perfect gas laws. Figure 4 shows
vertical temperature distributions calculated from the data in Fig. 3. The flame is clearly
confined to the shear layer with the maximum temperature coinciding with the location at
which the visible flame was observed. The temperature drops somewhat in the lower half
of the recirculation region which is fuel rich and where heat is transfered to the tunnel floor.
Since these temperatures are only approximate as the presence of combustion products has
been neglected, the Raman results have been confirmed by Rayleigh scattering.

The RMS values of the temperatures are shown in Fig. 5. The largest temperature
fluctuations were observed in the region of greatest temperature gradient where the cold
freestream mixes with the top of the hot shear layer.

The measured temperature profile at a representative location is compared with
profile calculated using the model in Fig. 6. Clearly, the predicted flame is positioned too
close to the floor. Thus, the model predicts too rapid a rate of mixing between the air and
fuel in the shear layer.

The theoretical work on the hidden variable fractal interpolation technique has been
completed. This technique will be used to interpolate between the temporally widely spaced
temperature data using the simultaneously measured velocity data which can be acquired at
a much higher data rate. Its application must await the availability of joint velocity -
temperature data.

The main emphasis during the remainder of this contract year will be on the
acquisition of the joint velocity - temperature data. Laser induced fluorescence and hidden
variable fractal interpolation will be applied during the follow up year.
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3 PLUME TECHNOL)GY

AFOSR Contract 2308/M2

Principal Investigators: D. P. Weaver and D. H. Campbell*

3 Astronautics Laboratory (AFSC)

Edwards Air Force Base, California 93523-5000I
3SUMMARY/OVERVIEW:

Investigations of the flowfield structure inside a rocket nozzle and in plume flow
exhausting into a low density background, and the process of vibrational state relaxation of
rocket exhaust plume effluents is being investigated using a variety of experimental and
theoretical techniques. A high energy atmospheric simulator is also being developed to be
used to investigate the interaction of high speed oxygen atoms with plume gases and
spacecraft materials. A detailed understanding of the important physical processes
responsible for the production of ultraviolet and infrared emission from high altitude liquid
rocket motors is the primary goal of these studies. At present, the prediction of plume
signatures relies on empirical assumptions about the flowfield structure and molecular
excitation and relaxation processes. This research is aimed at delineating some of the most
important basic flowfield and collisional processes in rarefied expansion flows.

I TECHNICAL DISCUSSION:

In order to accomplish these stated goals, a series of investigation is being carried
out to obtain information on the process of boundary layer expansion from nozzles into a
low density background. The expansion of the boundary layer as the flow approaches the
nozzle lip is a complex gas dynamic problem which can be complicated by the rarefaction
of the flow to densities and temperatures at which the translational mode of the gas can
become non-equilibrium. The gas that originates in the boundary layer is the primary
source of flux into the higher angles (>600) which can (1) interfere with optical detectors on
a spacecraft via radiation in the visible, UV, or IR, (2) contaminate spacecraft surfaces, or
(3) collide with the high velocity freestream species to produce excitation of electronic,
vibrational or rotational molecular energy levels which can then radiate. The chemical state
of this boundary layer gas will depend critically on the structure of the flowfield inside and
outside of the nozzle.

An experimental study is being conducted using a 0' halfangle nozzle (tube) inside a
vacuum chamber. Optical diagnostics of the flowfield is being accomplished using the
electron beam fluorescence technique. The boundary layer is being mapped at various
positions inside the tube and immediately outside the tube exit plane. These results will be
compared to theoretical predictions of the flow, using both continuum Navier-Stokes
techniques and the direct simulation Monte Carlo technique, which can predict flowfields
when non-continuum conditions apply.The other primary thrust of this work is an investigation of the process of

vibrational relaxation of plume species in vacuum expansion flows. The basic phenomena
of vibrational relaxation in expansion flows is being investigated via modeling and

3 * University of Dayton Research Institute On-Site Contractor
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experimental work using free jets. To date, the flowfield and vibrational relaxation process
have been investigated separately. Due to the effects of translational non-equilibrium in
vacuum expansion flows, the angular variation of the flowfield properties is not predictable
in any simple way. Calculations using the Direct Simulation Monte Carlo Technique for
argon expansion from a sonic orifice and from a small tube have illustrated the basic
angular characteristics of nozzle boundary layer flow to vacuum over a stagnation Knudsen
number range of 0.05 - 0.005. Deviation of the angular number density distribution in the
far field from the ideal cosine law occurs at angles greater than 60' (Figure 1). The detailed
structure of the "boundary layer" found at the exit plane of an orifice or tube has little effect
on the subsequent angular flow in the far field. Any significant change in the number
density, on the other hand, does have a measurable effect on the angular distribution of
flow parameters in the far field for the range of parameters investigated (Figure 2).
Consequently, it is important to have an accurate measure of this parameter at the
computational startline, which for a nozzle at high altitude means an accurate prediction of
the boundary layer density near and at the exit plane. For the portion of the flow
originating near the wall and expanding to higher angles, a much accelerated expansion will
occur compared to the flow near the centerline. Kinetic collisional processes such as
condensation and internal energy relaxation will consequently have an angular dependence
as well.

The vibrational relaxation work has used a rate equation modeling technique to track
the vibrational levels of various gases with various starting population distributions
expanding in a free jet. It has been demonstrated that the final "frozen" vibrational
population distribution of plume gases can be highly non-equilibrium with a large amount
of population in higher vibrational levels. Experimental measurements of vibrational level
populations of electric discharge heated gases in free jets are presently being conducted.

The oxygen ion beam source has been successfully neutralized using an inertially
tethered gas cloud device and the resulting neutralized oxygen atom beam is presently being
characterized.
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KINETIC STUDIES OF METAL COMBUSTION IN PROPULSION

3 AFOSR Grant No. 89-0086

Principal Investigator: Arthur Fontijn
Research Collaborators: Peter M. Futerko, Aleksandar G. Slavejkov

High-Temperature Reaction Kinetics Laboratory
Department of Chemical Engineering

Rensselaer Polytechnic Institute

Troy, NY 12180-3590

3 SUMMARY

The transfer of engineering data, on rocket chamber and plume
combustion, from present to advanced propulsion systems, is hampered by a
lack of understanding and knowledge of individual B and Al species reactions.
Experiments with our unique HTFFR (high-temperature fast-flow reactor)
technique have shown a wide variety of ways by which temperature affects the
rate coefficients. This emphasizes the need for accurate measurements on
further B and Al reactions, which need to be included in rocket combustion
models. Moreover, a framework needs to be established to allow estimates on
yet other reactions. Here we report both new measurements and a correlation
which unifies activation energies for a series of BCl and AlCl reactions.

TECHNICAL DISCUSSION

3 A variety of measurements have been made this past year. ' nese include
an extension of the series of rate coefficient measurements of B and Al radical
oxidation reactions and establishment of dominant reaction mechanisms
(product paths).

*Rate Coefficient Measurements

The following k(T) measurements, expressed in cm 3 molecule-Is -1 , have
* been completed:

(1) BCl+HCl-*BC12 +H T = 1250 to 1620 K3 k(T) = 1.2 x 10- 10exp(-12100 K/T)

(2) BCl + S02 - OBCI + SO T = 460 to 1700 K3 k(T) = 3.5 x 10-22 T3 .lexp(-1595 K/T)

(3) BCI + N20 -* OBCI + N2  T = 690 to 1000 K3 k(T) = 3.0 x 10-22 T3 .Oexp(-3626 K/T)

The significance of the work on reactions (2) and (3) is discussed in the next3 section. Reaction (1) was studied to provide a comparison to the AICI + HCl
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reaction. Over the whole temperature range observed the BCI reaction may be
seen, Fig. 1, to be an order of magnitude faster. This observation on an
endothermic pair of reactions parallels our finding, on the exothermic pairs BCI,
AICI + 02 and BCI, A1CI + C02, that the BCI reactions are faster (have a larger
cross-section), Fig. 2. This can be understood in terms of the larger orbital of
the outer electrons (involved in the formation of the new bond) in the BC1 case,
which is equivalent to a larger reactive cross-section. 2

Correlation of Activation Energies

Figure 2 shows that the 02 reactions have sma!l'e- temperature
dependences (activation energies) than the coriesponding CO 2 reactions, as can
be approximated from the average slopes. It is tempting to try to correlate this
with physical properties of the reactants. Such has sometimes been done
successfully for reactions observed over narrow temperature ranges where
there is no deviation from In k(T) = A exp(-E/RT) Arrhenius behavior. It has
apparently not previously been attempted for observations covering wide
temperature ranges, where the Arrhenius plots are curved. Merely considering
the small number of reactions of Fig. 2 would be insufficient to obtain
meaningful correlations. We therefore have extended our measurements to
reactions (2) and (3). We now find that by expressing all these rate coefficients
in terms of k(T) = AT n exp(-E/RT), and fixing n anywhere between 2 and 4, that
E correlates closely with IPMCI - EAox. Here the first term is the ionization
potential of BC1 or AlC1 and the second term represents the electron affinity of
the oxidant. This is illustrated in Fig. 3 for n = 3. A physical explanation for
these findings will be offered at the meeting. No correlation between E and
reaction exothermicities or O-X (0-0, O-SO, etc.) bond dissociation energies is
evident. We plan to further test this unified presentation of BCl and AlCl
reaction activation energies by studying the AICI equivalents of reactions (2)
and (3) and repeat the AlCl + C02 measurements with the present, improved,
HTFFR configuration. 2 The scatter in the original measurements of that reaction
is such that a comparison to the other reactions of Fig. 3 is not convincing.

Identification of Product Paths

The existence of the E versus IPMCI-EAOX relation of Fig. 3 suggests that all
these MCI reactions proceed via a similar dominant mechanism. As formation of
an oxychloride is from thermochemical consideraiions the only accessible
channel for the C02, S02, and N20 reactions, this mechanism then would have to
be oxychloride OMCI formation. Thus, while the original studies of the BC] and
AICI reactions with 02 could not distinguish between the various channels which
would be accessible based on thermochemical considerations, 3 ,4 it now appears
that OMCI formation dominates.

The reactions of AIO with HCl and C12 (the interpretation of the HTFFR
results of which we completed this year) 5 similarly have a number of
thermochemically accessible product paths. We therefore extended our laser-
induced fluorescence measurements to look for the potential product AICl and
established that less than 5% of AIO reacted could have formed this species.
This indicates that abstraction reactions dominate. This may be contrasted with
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observations on NaO + HCl where a four-center channel, NaCI + OH formation,
dominates. 6  The amphoteric element Al in this respect thus resembles a
metalloid more than an alkali metal.

3 References
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MEASUREMENTS AND CHEMICAL KINETIC SIMULATION OF THE

STRUCTURE OF MODEL PROPELLANT FLAMES

I AFOSR Grant Number AFOSR-90-0121

5 Melvyn C. Branch and Hasan Dindi
Center for Combustion Research

University of Colorado3 Boulder, Colorado 80309-0427

3 SUMMARY/OVERVIEW:

In order to provide direction in the testing of propellant formulations derived from newly devel-
oped energetic compounds, complex integrated models of multidimensional and multicomponent
decomposition, vaporization and combustion are needed. The research reported here addresses
the very important but unresolved question of the structure -f gas reaction zones associated with
these materials. Gas phase flames of hydrocarbon species with nitrogen oxides are known to be
important in the combustion of new nitramine derived rocket propellants and similar energetic ma-
terials. These flame reaction zones are so thin during the high pressure combustion characteristic
of real propellants, however, that it has only been possible to study the detailed chemical kinetic

mechanism of these gas reactions in model flames. The research presented here will summarize our
experience in measuring the composition profiles and temperature in selected model flames and in3 modeling the structure of the flames.

3 TECHNICAL DISCUSSION:

CH 4 -N 2 0 Flames: Laminar, premixed flat flames of CH 4 with N2 0 have been stabilized and
studied at 50 torr. This study represents the first nearly complete study of the structure and kinet-
ics of CH 4 'N2-O flames including stable and unstable species measurements and detailed chemical
kinetic modeling. Three flames were investigated with slightly fuel rich, near stoichiometric and
lean mixtures. Stable species concentration profiles were measured using probe sampling with gas
chromatographic sample analysis. Laser-induced fluorescence was used to measure the composition
of the intermediate species CH, CN, NH, NH 2 and OH. Temperature was measured by coated.
radiation corrected thermocouples and by the LIF rotational temperature of CN. The CH 4 N2 0

flames have high N2 and H2 0 and low NO concentration in the products. The CO is oxidized
to C0 2 through its reaction with OH. These flames are characterized by strong radical emission
spectra, but no NH 2 fluorescence signal was observed. A reaction mechanism was developed for
the CH 4 ,'N 2 0 flames and results are presented comparing the calculated and experimental pro-
files of species concentration for the flame with equivalence ratio 1.13. Comparison of the stable
species profiles is very good; comparison of the unstable species profiles is qualitatively correct with
some displacement of the location of the concentration maxima calculated compared to the data.
Sensitivity analysis was used to evaluate the effects of changing rate constants in the mechanism
on the species concentration profiles. The flame modeling and sensitivity analysis suggests the
major reaction paths responsible for the conversion of reactants to products and the formation and
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consumption of the intermediates.

In a related study, we have measured the composition of stable and unstable species and temperature

of a CH 4-N 2 0-Ar flame using a molecular beam sampling system and mass spectrometric (MBMS)
analysis at the Catholic University of Louvain, Belgium. This study provided a unique opportunity

to study the same flame chemistry using a significantly different apparatus. The overall structure of
the flame measured by molecular beam sampling was essentially the same as that reported above.

The major new results obtained resulted from the large range of intermediate species which could

be identified with the MBMS system. We were able to measure quantitative profiles of H and

OH and qualitative profiles of HCN, NCO, CH3 , and HCO and we were able to measure profiles
of HNCO and C2H 2 for the first time in such flame systems. The flame modeling is in progress

making use of these new data.

CO-N 2 O Flames: In our previous studies of flames supported by nitrogen oxides, we have found
that reactions of CO with N2 0 and NO 2 can form an important reaction path for transformation
of CO to C0 2. Since little high temperature kinetic data and no flame data on these reactions

are available, we have initiated a study of larninar premixed flames of CO and N2 0 or NO 2 .
Laminar premixed flames of CO and N2 0 have been studied first using the apparatus and techniques
described above. Composition profiles of all the stable species have been measured (CO, C0 2, 02,

N 2 0- NO, N2) in flames at three different equivalence ratios. The LIF measurements showed no CN

or HCN so that for these flames the only significant intermediate is 0. The flames can be described
completely by a reaction mechanism containing 15 reactions and our flame modeling has shown
that most of the flame structure can be described with four elementary reactions, giving it perhaps
the simplest flame chemistry available. It was also found that with the addition of trace amounts

(i1completely and the burning velocity increases significantly due to the addition of new radical
species. LIF measurements in these CH 4 added flames show distinct peaks of CH, CN and NH.

PUBLICATIONS:

1. M.C. Branch., F.N. Alasfour and M.A. Habeebullah,"Structure of Laminar Premixed CH 4 'N.2O
and CH 2 OiN 2 0 Flames," Proceedings of the Joint Meeting of the British and French Sections
of the Combustion Institute, the Combustion Institute, Ro:en, pp. 167-170, 1989.

I. MC. Branch. A. Alfarayedhi, M. Sadeqi and P.J. Van Tiggelen, "Measurements of the Struc-
ture of Laminar Premixed Flames of CH 4 /NO2 '2 and CH 2O'NO2 ! 02 Mixtures." Combus-

tion and Flame, in press.

3. M.C. Branch, M.A. Habeebullah. F.N. Alasfour, A. Daghouche and H. Dindi," Structure of

Model Gas Phase Flames Associated with Nitramine Propellants: CH 4 , CH 2 0 and CO with

NO, N 2 0, -NO2 and 02," Proceedings of the 26th JANNAF Combustion Meeting, in press.

4. M.A. Habeebullah, F.N. Alasfour and M.C. Branch. "Structure and Kinetics of CH4,'N 2 0

Flames," 23rd Symposium (International) on Combustion, Orleans, France, July 22-27, 1990.

95



3 MEASUREMENTS OF CH 4-N20 FLAME STRUCTURE BYMOLECULAR BEAM SAMPLING-MASS SPECTROMETRIC
ANALYSIS

" MAJOR SPECIES CONCENTRATION PROFILES FOUND TO BE SIMILAR TO THOSE5 MEASURED BY PROBE SAMPLING AND GAS CHROMATOGRAPHICSAMPLE ANAL-
YSIS.

" SEVERAL SPECIES IDENTIFIED FOR THE FIRST TIME IN THESE FLAMES: HNCO.3 C2H'2. HCO. NCO, HCN.

o FLAME MODELING IS IN PROGRESS.

CH-/N2O/Ar FLAME STRUCTURE

0. 04

0.2

*0. 1

a 4 4 "20 mm A42 K2 x C2 9 cc

U CHI/N20/Ar FLAME STRUCTURE
1

30.79
0.9

w
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MEASUREMENTS AND MODELING OF CO-N 2 0 FLAME
STRUCTU RE

a LIKELY REACTION MECHANISM IDENTIFIED:

CO N20 =CO2 -- N2

N "0 M NI 2 0 M %

N20 - 0 N'-0 2

N,0 0 NO NO

o THE ONLY REACTIVE INTERMEDIATE IN THE MIECHANIS'M IS OXYGEN ATOM.

o TRACE ADDITIVES SHOWN TO HAVE MAJOR EFFECT ON FLAME STRUCTURE.

CO-N20 FLAME 0=1.33
TOTAL FLOWRATE-2 I SLPNI 825C & 1)60 TOAR
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u
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HIGH-RATE THERMAL DECOMPOSITION OF NEW POLYCYCLIC NITRAMINES

AFOSR-89-0521

Thomas B. Brill

Department of Chemistry
University of Delaware3 Newark, DE 19716

i SUMMARY/OVERVIEW:

The kinetics and mechanisms of thermal decomposition of new
polycyclic nitramines and energetic binders to be used in advanced
propellants are being investigated at high heating rates. The
Simultaneous MAss and Temperature CHange (SMATCH)/FTIR technique
perfected in our programs is being used in conjunction with a non-
isothermal kinetic model to simulate the microscopic chemical
detail of a burning surface. Kinetic constants and mechanisms are
being extracted. This detail is new and is needed to model the
combustion and possible instabilities of advanced propellant
formulations.

5 TECHNICAL DISCUSSION

New generation propellants composed to polycyclic nitramines
(eg. hexanitro hexaza isowurtzitane, PCN) and energetic binders
(eg. NC, AMMO, BAMO, GAP, polyvinylnitrate, polyglycidylnitrate)
have different combustion characteristics from conventional
propellants. Modeling of the combustion process is needed as part
of a national effort to develop new high-energy propellants. The
approach in our laboratory is to simulate the microscopic chemical
and physical detail that exists at the surface of a burning
material. Thus, high heating rates and elevated pressure
conditions are sought. Real-time temperature change, mass change
and chemical species measurements are needed. Over the past 2.5
years we have developed and perfected a new technique that permits
simultaneous measurement of the mass change, temperature change and
concentrations of the IR active gas products near the surface of
a material heated at a rate up to 3000 C/sec. This technique is
called SMATCH/FTIR spectroscopy. By using non-isothermal kinetics,
the rate of mass loss can be used to determine the global kinetic
constants (Ea and log A) for regression of the sample at a high3 heating rate. The near-surface gas products can help establish the
mechanisms of the rapid thermolysis process. Experiments conducted
at rapid heating rates are considerably more representative of
combustion than those at slow heating rates. However, high rate
experiments cause the chemical processes to couple with heat and
mass transfer. Thus, we are attempting to design our experiments
so that the transport properties can be tested and modeled, ifi necessary.
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FUTURE PLANS

Minaturize SMATCH/FTIR technique to permit

high-rate thermal decomposition kinetics

to be studied under conditions closest to

those of combustion, eg.,

(1) high pressure

(2) sample heating from the surface inward.

Continue the study of the thermolysis of PCN and

model PCN residues in NO and N02 atmospheres

to develop a fast thermolysis model.

Continue to develop fast thermolysis models

for energetic binders.
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HIGH PRESSURE COMBUSTION KINETICS OF PROPELLANTS

AFOSR PROGRAM ELEMENT 2308M1

3 Principal Investigators: Tim Edwards, Steve Zabarnick

Air Force Astronautics Laboratory (AFSC)
AL/LSCC, Edwards AFB, CA 93523-5000

I SUMMARY/OVERVIEW:

This research is designed to examine the structure and reaction mechanisms of solid
propellant flames. The understanding of these mechanisms is limited at present. It is believed
that a better knowledge of propellant flame chemistry is needed for improvements in current
propellant performance and instability models. This research involves experimental studies of
both solid propellant flames and propellant-related flames, such as gas flames with NO 2 and
N20 as oxidizers. The major experimental tools used in this research are laser-based
combustion diagnostics such as laser-induced fluorescence. Chemical kinetic models of the
flame chemistry are compared to the experimental measurements.

TECHNICAL DISCUSSION

In comparisons of experimental results in a low pressure premixed CH4/NO2lO2 flame
with modeling results (Sandia premixed flame code) [1], it was found that species profiles
were often not well predicted by an extended version of the Miller/Bowman mechanism for
nitrogen chemistry in flames [2]. For example, the comparison of experimental and theoretical
results for NO2 are shown in Figure 1. This indicates that more research in nitrogen chemistry
in flames needs to be done before mechanisms can be reliably applied to more complex
systems, such as solid propellant flames. Similar differences between model and experiment
have been observed in a study of a series of NOx-oxidized flames at low pressure at the
University of Colorado [3]. One of the most interesting results of this work is the finding of
much greater amounts of CN inCH20/NO2 flames than predicted, possibly because ofIiactions of HCO with NO and N20. At AL, some difficulties with CH LIF measurements
were resolved, showing that the apparent double-peaked behavior was due to a complex
combination of photolytic effects and non-target N02 LIF [1]. As shown in Figure 2, the first
peak in the CH profile was a combination of laser-generated CH and N02 LIF, while the
second peak was CH with a small contribution from another molecule, perhaps NCO.

Chemical modeling of the flame above an HMX-based solid propellant (73% HMX, 17
% TMETN, 10% polyester binder) at 15 atm has also been recently performed at AL [4], and
compared with experimental species profiles from LIF [5] and absorption [6]. Two chemical
kinetic mechanisms have been used, one by Hatch with 78 reactions involving 27 species [71
and the extended Miller/Bowman mechanism with 252 reactions involving 54 species [1,21.
The Sandia premixed flame code was used in the burner stabilized flame mode, with the input
temperature profile from the data of Vanderhoff [8]. Two schemes for the breakup of the
HMX were tested, one suggested by Kubota [9] (RI) and the other estimated [4] from the
thermolysis data of Brill [101 (R2):
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HMX (C4 HsN808) -) 4/3 NO2 + 4/3 N20 + 2 N2 + 4 CH20 R1
HMX - 2 H2CN + 2 CH 20 + 2 N20 + 2 NO 2  R2

The testing of other mechanisms, such as that of Melius, is planned. The TMETN was
assumed to break up into C2H4 , CH2 0 and NO2 [4], based on data from Brill [11], while the
polyester binder was assumed to break up into C2H4 and CO2:

-[(-CH 2 -CH2-O-(C=O)-(CH2)4-(C=O)-O-ln - 3 C2H4 + 2 CO2. R3
The Hatch mechanism does not include hydrocarbons, so the binder was assumed to form
CH20 [4]. The comparison of the experimental CN profile data and modeling predictions is
shown in Figure 2 (Hatch mechanism) and Figure 3 (Miller/Bowman mechanism). With the
Hatch mechanism, R2 gives a much better approximation to the experimental data than RI.
With the Miller/Bowman mechanism, this is reversed. This is apparently due to the C2H4
from the binder forming CN. Thus, although earlier studies indicated that R1 was
incompatible with the experimental data [4], it now appears possible that the CN data does not
contradict R 1. A possible solution to this question may be supplied by CARS measurements in
this propellant flame [121, which have shown significant amounts of HCN under ignition
conditions. If HCN is seen near the surface, this would confirm the importance of the
H2CN/NO2 pathway in HMX combustion chemistry.

1. Zabarnick, S., "Laser-Induced Fluorescence Diagnostics and Chemical Kinetic Modeling of a
CH4/NO2/02 Flame at 55 Toff," submitted to Combustion and Flame.
2. Miller, J. A., and Bowman, C. T., "Mechanism and Modeling of Nitrogen Chemistry in Combustion,"
Progress in Energy and Combustion Science, Vol. 15, pp. 287-338, 1989.
3. Branch, M. C., et al, "Structure of Model Gas Phase Flames Associated with Nitramine Propellants:
CH4, CH 2 0 and CO with NO2, N20 and 02," paper presented at 26th JANNAF Combustion Meeting, Oct
1989.
4. Edwards, T., "Investigation of Solid Propellant Combustion Chemistry," AIAA Paper 90-0547, Jan.
1990.
5. Edwards, T., "Laser-Induced Fluorescence in High Pressure Solid Propellant Flames," Applied Optics,
Vol 26, No. 17, pp. 3496-3509, 1987; "Solid Propellant Flame Spectroscopy," AFAL-TR-88-076, 1988.
6. Vanderhoff, J. A., "Spectral Studies of Solid Propellant Combustion: II. Emission and Absorption
Results for M-30 and HMXI Propellants," Technical Report BRL-TR-3055, December, 1989. Also, "Spectral
Emission and Absorption Studies of Solid Propellant Combustion," 25th JANNAF Combustion Mtg,Vol. IV,
CPIA Pub. 498, pp. 537-547, 1988.
7. Hatch, R. L., "Chemical Kinetics Modeling of HMX Combustion," 24th JANNAF Combustion
Meeting, CPIA Publication 476, Volume I, pp. 383-391, 1987; also 23rd JANNAF Combustion Meeting,
CPIA Publication 457, Volume I, pp. 157-165, 1986.
8. Vanderhoff, J. A., and Kotlar, A. J., "Simultaneous Determination of Temperatures and OH
Concentrations in a Solid Propellant Flame," paper to be presented at 23rd Symposium (International) on
Combustion, July, 1990. In this paper, a temperature of 2740±280 K is measured from data collected (averaged)
between 0 and 0.4 mm above the propellant surface. For the model, the temperature was assumed to rise from a
surface temperature of 700 K to the adiabatic temperature of 2600 at 0.2 mm above the surface.
9. Kubota, N., and Sakamoto, S., "Combustion Mechanism of HMX," Propellants. Explosives.
Pyrotechnics, Vol. 14, pp. 6-11, 1989.
10. Oyumi, Y., and Brill, T. B., "Thermal Decomposition of Energetic Materials 3. A High-Rate, In Situ,
FTIR Study of the Thermolysis of RDX and HMX with Pressure and Heating Rate as Variables,." Combustion
and Fame. Vol. 62, pp. 213-224, 1985.
11. Oyumi, Y., and Brill, T. B., "Thermal Decomposition of Energetic Materials 14. Selective Product
Distributions Evidenced in Rapid, Real-Time Thermolysis of Nitrate Esters at Various Pressures," Combustion
and Flame. Vol. 66, pp.9-16, 1986.
12. Stufflebeam, J. H., and Eckbreth, A. C., CARS Diagnostics of Solid Propellant Combustion at
Elevated Pressure," to be published in Combustion Science and Technology.
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3 aMEIJCAL KINETIC DATA BASE FOR PROPELLANT

COMBUSTION

3 (AFOSR CaNTRACI-ISSA-90 -0033)

Principal Investigator: Wing Tsang

-Chemical Kinetics Division
National Institute of Standards and Technology

Gaithersburg, Maryland 20890

We describe the status of a program aimed at the development of an evaluated
chemical kinetic data base of single step reactions for use in the computer
simulation of propellant combustion. Current efforts are aimed at the gas
phase reactions involved in RDX decomposition. All of the possible
reactions involving 28 of the most likely compounds that are present in such
decomposition systems are to be considered. The conditions covered range
from 500-2500 K and 1017-1022 particles cm-3 . The results of the first
years effort have lead to recommended rate expressions for of all pertinent
reactions of the follcwing species H, H2 , 1120, 0, H, OH, HCHO, Q HO, C, NO,
NO2 , HNO, HN0 2 , HCN, and N20 with each other.

3 Technical Discussion:

Quantitative understanding of the detailed chemical kinetics of propellant
combustion can have important impacts on the formulation of such mixtures,
the optimization of current systems and the design of new combustors. A
complicating factor has been the scores of rate expressions of elementary
reactions that are needed to give a complete description of the chemical
processes. For many years the necessary experimental tools and theoretical
understanding were not available for the development of such a chemical
kinetic information base. In addition there is also a need to identify key
reactions and develop simple mechanisms. This is not an easy task. With
these two major impediments, it is not surprising that as far as the
chemistry is concerned much work in this area has been empirical. This
implies the necessity of a great deal of physical testing. The expense of
such efforts is a severe limitation on innovative efforts in this area.

In recent years a number of exciting technological developments have made it
worthwhile to look anew into the possibility of developing a more basic
understanding of propellant chemistry. These include; a) Rapid progress in
computational capabilities, so that the simulation of increasingly realistic
physico-chemical systems are or will be well within our capabilities. Thus,
a chemical kinetic data base can be used immediately. b) Development of
experimental and theoretical capabilities in chemical kinetics, so that the
needed rate constants can be measured or estimated. c) Extensive
applications of powerful modern diagnostic techniques to laboratory systems,
so that we are developing much better pictures of the micro-structure of
combustion processes. However, the interpretation and the projection of
such results to real systems is crucially dependent on the existence of a
correct detailed model. Given the large number of parameters one can always
"fit" a particular experimental observation. Only the model with the
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correct inputs can be expected to project results to real systems.

The compounds that will be considered are listed in the reaction grid in
Figure 1. There can be little question regarding the inclusion of the small
species(4 atoms or less). They include practically all the possibilities.
Many of these species have been detected in experiments involving RDX.
Other are natural precursors or products of these ccpounds. The selection
of the larger fragments is more speculative. Most of these have not been
detected and the possibilities are considerably larger than the number of
species that we have chosen. Mechanistic considerations enter into the
selection. We postulate that detrimerization occurs at a very early stage
in the decomposition and that all linear species larger than the monomeric
methylene nitramine are so unstable that they need not be considered. No
claim is made that we have the correct mechanism. As new data are
accumulated species can be added or removed.

The essence of the work is the evaluation of existing data and the
estimation of rate expressions where data do not exist. Our experience in
these matters has led to the following procedure. First preference is given
to experimental determinations where the mechanism is clear-cut.
Frequently, this is from direct determinations of the rate of disappearance
or appearance of reactants or intermediate products in real time. We have
also found that in complex situations, careful modeling of the temporal
history of products and intermediates can lead to accurate results. In many
cases these may not be individual rate constants, but very accurate ratios
of rate constants. We are thus able to generate very accurate networks of
reactions. In the absence of kinetic data, thermodynamic considerations in
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U the form of detailed balance are used. For the substances under
consideration in the current review the thermodynamics are all well
established. In other cases, rate constants are assigned on the basis of
analogy or thermokinetic information. Rate theory is used in a semi-
empirical manner. Initial applications are for extrapolation and
interpolation. Most encouragingly, the important parameters that have been
derived fram experiments are not unreasonable and we feel increasing
confidence in transferring such numbers to related systems where there are
no data. In all cases we assign an uncertainty value to our
rec=cme.dations. This is a subjective number. It is based on the
intercomparison of data sets, considerations imposed by related reaction
mechanisms and the constraints imposed by thermodynamics and theory.
Quantitatively, it means that the user of the data should feel free to
adjust the rate constant in his models within these limits.

The reaction grid in Figure 1 is divided into a number of blocks. Block A
consists of the reactions involved with formaldehyde oxidation. we have
already prepared data sheets for these reactions in the context of
hydrocarbon combustion. Block B contains reactions involving the smaller
nitrogenated species. This has now been ccopleted. 39 specific
interactions leading to rec= edations for the rate expressions for 50
individual reaction have been considered. With its completion it should be
possible to model Ha{O-NO2 combustion systems. The current work is in Block
C. Its completion will permit the modeling of the HCN-NO2 system. An even
more crucial test will be the simulation of HC(K-HCN-NO2 flames. It is
expected that the overall process will involve continuous iteration between3 data evaluators, modelers and experimentalists.

The basic product from this work is the data sheet. It begins with a
statement of the reaction. This is followed by summaries of previous
investigations. Included are descriptions of the experimental conditions
and methods, the results of the experiments in the form of the rate
expressions and estimated errors. The latter is usually based on the
author's estimates. Also included in this data block are the
recannerxations frcm earlier reviews. In many cases we use these as the
starting point for our work. The final entry gives our recannerdations
and the estimated uncertainties. The next section contains the
justification for the recommended expression. The final section contains
the references, the person who carried out the analysis and the date.

I The work described here has benefited from the intensive research effort
aimed at understanding NOx formation and destruction at high temperatures
and stratospheric ozone depletion at low temperatures. Pressures are either
near atmospheric or below. What has been done in this work is to apply the
best existing theory in a semi-empirical manner to cover the intermediate
region between the high and low temperatures and to extend the pressures to
ranges and collision partners more in tune with propellant applications.
Scme of the extrapolations are very long and the estimates are usually
analogies. There is thus a great need for high quality experimental work.
The excellent reproducibility of all the data particularly the shock tube
results, demonstrate that such efforts are well within the state of the art.

In Figure 2 we show the results of our RRKM fit of the measured rate
constant for the reaction G+NO+N 2 ->N0 2+N2 in the lower pressure regime. The
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high temperature point was derived from the rate constant of the reverse
decomposition reaction and the equilibrium constnat. Note the
characteristic curved Arrhenius plot and the error that would have been
introduced had one simply extrapolated in a linear fashion the lower
temperature results. In combination with the measured high pressure rate
constant (2nd order liiL' c) the RRKM methodology permits the deduction of an
expression that yields a rate expression over all pressures and
temperatures. The secific exression is k [k 0kinf/(k0 +kin/N 2 ] *.95-10- 4 T

where ko = 1.3xlO l/T °87exp(-781/T) a olecule-s - and
kinf=2.2x10 9 (l/T) 0.7 cm--molecule- s-±. Figure 3 summarizes our
recommendations and experimental results for OH+NO2 combination. They
demonstrate the problems in determining accurate high temperature rate
expressions.

Plans for the next year involve expansion of the data base to cover the
reactions listed in Block D (Figure 1). This will involve the reactions of
NO3 , HNO3 and H2CN radicals with the secies that have been covered so far
and with each other. Completion of the work on the first two radicals will
complete coverage of the nitrogen oxides and should permit us to model
formaldehyde and HCN decomposition systems with nitric acid and thus provide
another test of the correctness of the data base. Due to the fact that
these species are important in atmospheric chemistry there exists
considerable information on their kinetic behavior. Nevertheless, some of
the problems that we have mentioned before will became increasingly
important as we evaluate the data and attempt to make estimates. This is
even more the case for H2 CN, the first distinctly "nitramine based" species
that we will be treating.
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*_ LIQUID ROCKET ENGINE COMBUSTION INSTABILITY

AFOSR Grant Number AFOSR 90-0121

John W. Daily
Center for Combustion Research

Department of Mechanical Engineering, University of Colorado5 Boulder, Colorado 80309-0427

I. OVERVIEW

Our long term objective is to understand the mechanism of combustion instability in5 liquid rocket engines. It is characterized by large amplitude combustion chamber pressure
oscillations which causes enhanced heat transfer to the chamber walls, ultimately resulting in
extensive engine damage. In the past, a number of important processes have been identified
as potentially responsible for combustion instabilities. These include atomization, vaporiza-
tion, mixing of fuel and oxidizer, combustion chemistry and chamber acoustics. Analytical
and numerical approaches have been proposed to predict stability characteristics for engine
design based upon simplified models of the oscillatory behavior of the various processes.
Despite past work in the field, predictive ability still remains elusive. Our approach involves
experimental, analytical and computational methods. This work is in collaboration with
Aerojet TechSystem of Sacramento, California.

I II. TECHNICAL DISCUSSION

Under certain operating conditions, atomization is the rate controlling process for in-
stability growth in many rocket motors. However, since the details of the injection fluid
mechanics are not well known, it is difficult to make quantitative predictions even with ad-
vanced numerical codes. The objective of our present work is to provide a comprehensive
picture of atomization mechanism and droplet distribution for coaxial and impinging jet
type atomizers and to understand how this couples with the chain of events leading to large
amplitude pressure oscillations.

A. Background

3 In liquid rocket motors using coaxial injectors, the velocity difference between the liquid
fuel jet and the surrounding oxidizer stream is of the order of 100 meters per second. Some
of the important characteristics of atomization are the ligament length or distance from
the jet exit to the break-up point of the liquid sheet, size and velocity distribution of the
resulting droplets and the resulting spray angle. In liquid rocket motors, due to large velocity
differences, the ligament is almost non-existent and thus the spray begins to spread almost
at the point of injection. A number of theories have been proposed to explain atomization
in high speed flows and several have been verified to be incorrect by the experiments ofS Reitz and Bracco (1982). In Table 1, we summarize past experimental results designed to
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understand the effect of variation in physical properties of the liquid jet on the atomization
charcateristics.

Increasing Liquid Surface Gas
viscosity tension density

Breakup increases 13'6  decreases6  decreases13

length __ _ _ _ _ _

Droplet increases' increases decreases7

size
Divergence decreases'3 , no effect7  decreases 13,

angle little effect small effect of
gas pressure

TABLE 1. Effect of fluid properties

From their numerical simulations, Childs and Mansour (1989) reported that in addition
to liquid surface tension, the boundary layer thickness of both phases are important pa-
rameters that determine the growth of symmetrical disturbances in planar jets. It would
be useful to understand the significance of these parameters under specified atomization
conditions. Rangel and Sirignano's (1988) vortex-method nonlinear simulations predicted a
critical wavenumber (for density ratio larger than 0.2) below which the interface sheet rolls
up into a vortex singularity and above which only partial rollup occurred. In Table 2, we
summarize literature results on the effect of flow and geometrical parameters that influence
the atomization process.

Increasing Relative jet Liquid flow Injector length to
velocity rate diameter ratio

Breakup increases9, 1 not clear7

length not true at trans. I
Droplet decreases 7  increases 7  increases 7

size 13 7

Spray increases13 , 1 decreases7,
angle little effect __ __

TABLE 2. Effect of flow velocities and geometrical parameters

Although extensive data on atomization are available (Putnam et. al (1957) and Lefebvre
(1989)) they are generally empirical in nature. Thus, there is an imperative need to un-
derstand the underlying physical processes through carefully designed experiments, analysis
and numerical computations.

Atomization by the impingement of two liquid jets is an economical alternative. This
method of atomization was originally studied by Spanogle and Hemmeter (1931) for use in
a two-stroke cycle engine. Heidmann, Priem and Humphrey (1957) studied impinging jets
open to the atmosphere. They observed that upon impingement of two jets, a ruffled sheet of
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liquid was formed perpendicular to the plane of the jets. This sheet disintegrated to produce
groups of droplets. Waves propagated from the point of impingement resulting in forma-
tion of ligaments, which in turn disintegrated to form groups of droplets. The frequency
of these waves increased with increased injection velocity and decreasing impingement an-
gle. Jet diameter and length before impingement had a negligible effect on wave frequency.3 Lourme (1986) has conducted experiments in pressurized chamber and measured the droplet
size under different experimental conditions. Several attempts have been made to develop
an analytical model for impinging jets atomization. Taylor (1961) used the sheet thickness
measurements to calculate its shape. Hasson and Peck (1964) developed an elegant model
based on mass conservation and geometrical considerations for the thickness distribution in
the sheet. Their model is in close agreement with previous experimental results. Lefebvre
(1989) mentions that, under typical operating condition of rocket engine, the spray is pro-
duced both by a process resembling jet breakup and by a rather ill-defined sheet formation3 at the impingement point. This complete process needs to be studied in more detail.

B. Scientific Approach

I A ramjet combustor facility, at the Center for Combustion Research., is presently being
modified to study atomization. By appropriate experimental scaling, this facility allows for3 both cold and hot flow experiments in a combustion chamber designed to modulate pressure
and velocity fields. Both coaxial and impinging jet atomizers will be studied. The chamber's
exhaust nozzle area is varied by a mechanical chopper, thus simulating the feedback loop in a
rocket engine by imposing controlled oscillations. The chopper can generate oscillations of up
to 6000 Hz. Non-intrusive optical methods will be used in determining drop size distribution,
drop velocity and number density. In hot flow experiments, light emitted by the flame will be

image processed to determine the heat release pattern during imposed pressure oscillations.

Jet instability and aerodynamic effects are being studied analytically. Recent linear in-
viscid and viscous stability theories, developed for gas phase combustion in coaxial jets, are
being extended to include non-linear effects and two-phase flows by use of proper interface

matching conditions. The eigenfunctions from these analyses provide considerable insight
into the mechanisms responsible for the growth of instabilities. The non-linear theory will
allow calculation of the growth rate of disturbances at the liquid-oxidizer interface as a
function of the flow parameters and perturbation amplitude. The ultimate stability charac-
teristics of a given engine will be determined by the coupling of the unsteady combustion
dynamics with the chamber geometry. In the past, the fluid mechanics has not been treatedrn dynamically. In our approach, we will incorporate the fluid dynamics using the method of
multiple time scales as was applied successfully by our group for ramjets.

A direct numerical simulation technique has been developed to study forced transitional
flow in coflowing, gaseous chemically reacting jets. This is being extended to handle two-
phase flows. Higher order accurate finite difference and spectral methods are currently under

Iinvestigation. Model problems in which the geometry, atomization and chemical reaction
process are simplified will be simulated. Results from these simulations will help to further
understand the physical mechanisms involved in atomization.
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1 AFOSR SPONSORED RESEARCH IN DIAGNOSTICS OF REACTING FLOW

3 PROGRAM MANAGER: JULIAN M. TISHKOFF

AFOSR/NA
BOLLING AFB DC 20332-6448

I
SUMMARY/OVERVIEW: The Air Force Office of Scientific
Research (AFOSR) program in diagnostics of reacting flow
currently is focused on three areas of study: gas-phase
measurements, plasmas, and particle/droplet measurements. An

* assessment of major research needs in each of these areas is
presented.

TECHNICAL DISCUSSION

AFOSR is the single manager for Air Force basic research,
including efforts based on external proposals and in-house
work at Air Force laboratories. The diagnostics of reacting
flows task is assigned to the AFOSR Directorate of Aerospace
Sciences along with programs in rocket propulsion,
airbreathing combustion, fluid and solid mechanics, and
civil engineering.

Interests of the AFOSR diagnostics of reacting flow task are
given in the SUMMARY section above. This program, now in its
ninth year, has produced many "first-ever" laser-based
measurements. The instrumentation with which thesemeasurements were made is becoming commonly available for
laboratory and bench test utilization. Measurements range

from microscopic to macroscopic scales with relevance to:
plasma acceleration; combustion aerothermochemistry; the
behavior and synthesis of advanced energetic materials;
characterization of exhaust plume formation and radiation;
and dynamic control of propulsion, weapon and power3 generation systems.

Decisions on support for research proposals are based on
scientific opportunities and technology needs. Current AFOSR
perceptions of scientific opportunities appear in Figure 1.
As indicated by the orientation of the arrows in Figure 1,
the task area with the greatest growth potential is plasmas.

The purpose of this abstract has been to communicate AFOSR
perceptions of research trends to the university and
industrial research communities. However, communication from
those communities back to AFOSR also is desirable and
essential for creating new research opportunities.
Therefore, all proposals and inquiries for fundamental
research are encouraged even if the content does not fall
within the areas of emphasis described herein. Comments and
criticisms of current AFOSR programs also are welcome.
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* DETECTING MICROWAVE EMISSION FROM TERRESTRIAL SOURCES:

A FEASIBILITY STUDYI
AFOSR-88-02573 T. C. Ehlert and T. K. Ishii

U Marquette University, Milwaukee, WI 53233

I
I

SUMMARY:

The detection of discrete, spontaneous microwave emission from terrestrial

sources has been studied and appears to be feasible. A Dicke receiving system3 has been designed for this purpose. Possible applications include remote detection

of processes which produce high temperature gases, e.g. jet engines and explosions,

determining the rotational properties of molecules which are difficult to study by

absorption spectroscopy, studies of intermolecular energy transfer processes, and

studies of the role of rotation in energy transfer to and from surfaces.

TECHNICAL DISCUSSION:

IntroductionU The objective of this research is to observe discrete, spontaneous microwave

emission from a terrestrial source. We have chosen 1120 vapor's 22 GHz transition3 because it has been thoroughly studied in absorption and microwave components

for this frequency are not exceedingly expensive. The block diagram of the sys-

tem, shown in Fig. 1., is an application of a Dicke receiving system. The receiver

compares signals from two waveguides, each approxiinately eight meters long, one

containing water vapor as the emission source, another containing dry air as the

reference. Each waveguide is terminated by a brass plate. Since it is known that

the microwave reflectivity of brass is close to one, the microwave emissivity of brass5 is low so the brass plate will act as a cold background source. As stated in the ra-

diative transfer equation I ,if the water vapor is in front of a background colder than3 the vapor itself, it will be observed as an emitter, and the signal from the waveg-
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uide containing water vapor will be greater than that from the reference waveguide

due to the emission by water vapor. For our source design (waveguide tempera-

ture = 298 kelvins and steam pressure = 10 mb), the brightness temperature from

the H2 0 source will exceed that from the reference source by 1.8 kelvins. The Dicke

receiver, including a waveguide chopper switch, front end 22 GHz low noise ampli-

fier (LNA), 30 Mliz IF amplifier, and lock-in amplifier, allowed us to detect this

radiation difference. For our system (LNA noise figure < 5dB, the IF amplifier's

bandwidth = 100 MlIz, and the lock-in amplifier's time constant = 30 seconds),

the minimum detectable difference is 0.35 kelvins.

Progress Report

1. Publication and filing: We have submitted and filed the annual report for 1988-

1989. In this report, we used a heterodyne receiving system to detect the emission

from water vapor. Because the signal to noise ratio is less than one, a digital

video integration technique was developed and used. We also submitted a paper,

titled "Digital Video Integration Techniques for Faint Signal Measurement", to both

IEEE Transaction on Instrumentations and Measurements and the 34 t h Midwest

Symposium on Circuits and Systems.

2. Emission sources preparation: We have cleaned all the waveguides in order to

reduce the loss caused by the waveguides themselves. A vacuum system has been

designed so that pressure and gas content in the waveguides can be controlled.

Also, a vacuum aperture which minimumizes microwave leakage was designed. Two

linearly tapered waveguide adapters from K-band to X-band, for the connection

between waveguide chopper switch and both the emission and the reference sources,

were designed and fabricated. The insertion loss of these adapters was tested and

found to be less than 1.5 dB.

3. Receiver system preparation: For driving the waveguide chopper switch and

sending the reference signal to a lock-in amplifier, a 2.9 Hz square wave generator

was designed, fabricated and tested. The required local oscillator signal is generated

by a klystron operated at 7.4 GHz frequency passing through a waveguide frequency

multiplier and using the third harmonic at 22.205 GHz. A frequency multiplier using

a detector was not satisfactory. An improved design, using a step recovery diode,

is progressing. A high pass filter which cuts off the signal below 17 GHz with

117



I

I insertion loss more than 60dB at stopband and less than 1.5 dB at passband has

been designed, fabricated and tested. This filter is used to remove the unwanted

first and second harmonics produced by the frequency multiplier.

I 4. Extension of concept and development of backup procedure: The Dicke receiver

is capable of detecting the expected power difference between the emission and

the reference sources. However, it can not tell which one has higher power. By

extending and improving the technique of digital video integration, it is possible to

* determine not only the power difference but also polarity. To use this technique in

the receiving system , the locked-in amplifier is replaced by an A/D converter and

the sampled output of the converter is connected to an add/subtract device. At

one interval the amplifiers is receiving the radiation from the emission source and

the sampled output is added. At the next interval the amplifiers is receiving the3 radiation from the reference source and the sampled output is subtracted. If the

process is continued for a long period time, then the net counted score will show3 both power difference and polarity. A computer simulation of this process supported

this technique. For a 256 discretized voltage levels and a 200 Iz sampling rate has5 shown a signal to noise ratio of -50dB discernibility.

* Conclusion

Detailed analysis shows that the signal (as brightness temperature) from the

emission source containing water vapor will be 1.8 kelvins greater than that from

the reference containing dry air. Our Dicke receiver is capable of detectecting 0.35

kelvins difference. The preparation of the experimental apparatus is progressing

well. At present, no major difficulty in achieving this study has emerged.

U References
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3 TWO- AND THREE-DIMENSIONAL MEASUREMENTS IN FLAMES

AFOSR Grant No. 88-0100

Marshall B. Long (Co-Principal Investigator)

I Yale University
Department of Mechanical Engineering and Center for Laser Diagnostics

New Haven, Connecticut 06520-2157

I SUMMARY/OVERVIEW

Laser diagnostic techniques are being developed that are capable of two- and three-
dimensional mapping of scalars in turbulent flames. In addition, we wish to extend our
imaging methods to allow the measurement of the temporal evolution of flow structures in
two and three dimensions. Whenever possible, the techniques are tailored to measure
quantities and flow configurations of current interest to co-' ,tion modelers. The avail-
ability of quantitative data on the spatial and temporal h,:ricteistics of structures in turbu-
lent reacting flows will aid in understandin- +11e interaction of chemical reactions with the
turbulent motion. A better understanding of this key interaction is important for testing
existing models of turbulent combustion as well as for suggesting new models.

TECHNICAL DISCUSSION

During the past year, progress has been made in several areas of our work on two-

and three-dimensional diagnostics. '.;me specific achievements include the following:

3 1. Investigation of Differential Diffusion Effect

One of the aspects of reacting flows that makes their complete characterization
so difficult is the large number of species present. Even a simple flame contains fuel,
oxidizer, intermediates, combustion products, and relatively inert components. In
general, each of these components will possess a unique diffusion coefficient. In most
of the work in turbulent combustion, however, the simplifying assumption is made that
a single diffusion coefficient can be used to characterize all of the species present and that
differential diffusion effects can be neglected at reasonably high Reynolds numbers.

I A Rayleigh scattering experiment was performed that allowed some of the sim-
plifying assumptions to be checked by providing a direct measurement of differential
diffusion effects. In the experiment, hydrogen (which has a Rayleigh cross section lower
than that of air) and Freon (which has a higher Rayleigh cross section) were mixed in a
ratio so that the effective Rayleigh cross section of the mixture was precisely the same as
that of air. The mixture exited into a slowly coflowing stream of air through a cylindrical
nozzle, and the resulting turbulent jet was investigated using planar Rayleigh scattering.
Because the Rayleigh cross section of the mixture is the same as that of the air, the Ray-
leigh signal is independent of the mixing of the H2/Freon jet with the air. However, if the
ratio of H2 to Freon changes due to the different diffusivities of the components, the Ray-
leigh signal will vary, with Freon rich regions providing more Rayleigh scattering and H2rich regions scattering less than the air or regions of the correct ratio.
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The experiment showed that the effect is readily observable and that the magni-
tude of the effect is larger than that predicted by previous modeling efforts. Measurable
differential diffusion is found at Reynolds numbers as high as 20,000 and as far down-
stream as 30 nozzle diameters. In addition to H2/Freon/air experiments, differential
diffusion is also observed when a mixture of H2 and CH4 is issued from the nozzle.
(H2 and C24 have less disparate diffusion coefficients than H2 and Freon and may
have more implications for combustion work.)

Although the experiment to measure these effects was proposed nearly ten years
ago, previous attempts to make the measurement using single-point techniques were not
successful. Two critical aspects in the success of the current experiment were (1) the high
sensitivity imaging capability of the CCD detector and (2) the use of a second CCD detec-
tor to ensure that the Rayleigh cross section of the H2/Freon mixture was precisely the
same as that of air. The results of the experiments have implications for both theorists
and experimentalists.

Further information on differential diffusion was obtained in a recent set of
experiments done in collaboration with researchers at the University of Sydney in
Australia. In the experiments, a direct measurement of the differential diffusion of gas
and particles was obtained. A turbulent jet was seeded with both aerosol particles and a
fluorescing molecular species, and the nozzle gas concentration was simultaneously
inferred in different ways using two separate CCD detectors. One detector recorded the
fluorescence intensity from biacetyl molecules seeded in the nozzle gas. During the same
laser shot the other detector inferred the nozzle gas concentration from the Lorenz-Mie
scattering from the submicron-sized aerosols. The only difference in the concentration
distribution measured by the two techniques was due to the difference in diffusivities of
the aerosol and molecular tags. Since the aerosols do not diffuse as rapidly as the mole-
cules, the concentration distribution inferred from aerosol scattering contained more fine-
scale structure and more steep gradients than that recorded by fluorescence.

2. Time Evolution of Turbulent Premixed Flames

One of the goals of our research is to measure the temporal evolution of large-
scale structures in turbulent reacting flows. One of the main difficulties in realizing this
goal is the high speed operation required of both the laser source and the detector. In
our previous AFOSR work, we were able to use a high speed framing camera and a CW
argon-ion laser to record the Lorenz-Mie scattering from an aerosol-seeded premixed
flame at an image repetition rate of 48 kHz. The series of images provides useful infor-
mation on convection velocities and burning velocities 2. The main drawbacks of this
approach, however, are the dependence on marker particles to infer the behavior of the
flames and the relatively limited image quality available from the framing camera.

In a current experiment, we are trying to obtain the same information without
the limitations imposed by our previous experimental configuration. A double-pulsed
Nd:YAG laser (pulse separation of 100 jts) is used to illuminate the flow, and Rayleigh
scattered light from molecules in the flow is collected by the imaging optics. A high-speed
rotating mirror displaces subsequent images onto different portions of an intensified CCD
detector. Although only a single pair of images is produced, burning and convection
velocities can still be obtained, and the quality of the data is considerably improved.
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3. Development of a Technique for Measuring the Three-Dimensional Time3 Evolution of Turbulent Flames

As turbulence is inherently three-dimensional, ambiguities remain with mea-
surements in only two dimensions, and quantifies such as the scalar gradient and flame
curvature cannot be completely determined. The lack of three-dimensional information
also leads to uncertainties in the velocities determined in our time sequence data. We are,
therefore, developing a technique for recording a pair of three-dimensional data sets
separated in time by a short (100 gis) interval.

The technique is based on the use of a series of closely spaced parallel laser
illumination sheets of different wavelengths. A single CCD detector is used with color
filters and image displacing wedges which cause the elastic scattering from each illumi-
nation sheet to be imaged onto a separate region of the detector. To obtain temporal
information, a high-speed rotating mirror is again used to displace the images onto
different regions of the detector.

In our initial experiment, four laser sheets are formed from the second-harmonic
output of a Nd:YAG laser and from the first-, second-, and third-order stimulated Ramanscattering from a liquid filled cell pumped by a portion of the 532 nm beam. The laser is
double pulsed, and the Lorenz-Mie scattering from an aerosol-seeded premixed flame is
recorded at two times separated by an interval of 100 gis.(i.e., a total of eight images is
recorded on the CCD detector). This data should allow unambiguous determination of the
burning velocity in premixed flames as well as investigation of the effect of curvature on3 the burning velocity.
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I SUMMARY/OVERVIEW

Noninstrusive in-situ optical diagnostic techniques have the potential of determining the
chemical species and physical properties of multicomponent liquid droplets in a spray combustor.
Our research is directed toward the understanding of nonlinear optical processes occurring within
individual droplets which may or may not retain their spherical shape after irradiation by a high-
intensity laser beam. 1 The two main research results during the past year are: (1) the observation
that stimulated Raman scattering (SRS) in droplets is not directly pumped by the input laser beam
but is pumped by the stimulated Brillouin scattering (SBS) internal to the droplet; and (2) the
realization that the phase velocity of the internally trapped radiation is dependent on the mode
number and mode order of the morphology-dependent resonances (MDR's) of a sphere.

TECHNICAL DISCUSSION

The spherical liquid-air interface of a droplet (with radius a much greater than the wave-
length) acts as an optical cavity for the internally generated wavelength-shifted radiation, such as
fluorescence, spontaneous Raman scattering, and spontaneous Brillouin scattering. Stimulated
radiation at specific wavelengths within the spontaneous emission profile will occur when the
internally generated waves propagate around the droplet rim with a round-trip gain greater than
the round-trip loss. During the input pump pulse, the fluorescence will turn into laser emission,
the spontaneous Raman scattering will turn into intense SRS, and the spontaneous Brillouin
scattering will turn into SBS. For organic and aqueous liquid droplets without any fluorescent
dyes, only SRS and SBS will take place at specific wavelengths corresponding to the droplet
MDR's.

The frequency shift of the first-order Stokes SRS from the input pump laser frequency is
equal to the molecular vibrational frequency and can, therefore, provide chemical species indenti-
fication of the multicomponent liquid droplet. In principle, the relative intensities among the

various SRS peaks also contain quantitative information about the relative concentration of the
multicomponent species. In order to improve the accuracy of the relative concentration, which is
deduced from the relative SRS intensities, our original research goal is to determine the reduction
of SRS intensity fluctuations when the input radiation from a Q-switched Nd:YAG laser is changed
from operating in a multimode to a single-mode. When the laser is switched from multimode to
single-mode,2 a reduction is noted in the fluctuation of the SRS intensity as well as in the SRS
threshold.

When the input laser is operating in a single-mode, we have experimentally determined
that the threshold for SBS in droplets is reached before the threshold for SRS. In multimode
operation, the SRS threshold is reached first. Once the SBS within the droplet is fully established,
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the SRS is more efficiently pumped by the SBS than by the laser. Contrary to the optical cell
results, we noted that the SRS threshold of droplets irradiated by a single-mode laser beam is
-3 times lower than that irradiated by a multimode laser beam. In addition, by simultaneously
measuring the time profiles of the SRS, SBS, and the single-mode input laser pulse, we noted that
the growth of SRS is correlated with the decay of SBS, because the internal Briilouin wave is
depleted in pumping the Raman wave.

Another nonlinear optical diagnostic technique for concentration determination within the
droplet is coherent anti-Stokes Raman scattering (CARS). Unlike SRS, which does not have any
phase-matching requirement, CARS requires phase matching of the input pump, input Stokes, and
output anti-Stokes waves. The phase-matching concepts originally developed for plane-wave
propagation in an infinite medium have been extended for guided-wave propagation in optical
fibers. To date, the ability to improve the phase-matching velocity of the generating and generated
waves circulating within a droplet has not been considered.

The Lorenz-Mie theory is developed for a plane wave incident on a sphere with radius a
and index of refraction n(co). Much of our understanding of MDR's is reached by examining the
internal electric field distribution. When the input wavelength of the plane wave is not on a MDR,
the internal waves are not guided at all. When the input wavelength is on a MDR with mode
number n and mode order 0Q, the internal waves are guided and the internal field distribution is a
standing wave with n peaks as the zenith angle 0 is varied from 0* to 180" and with R peaks as the
radial distance is varied from 0 to a. The standing wave of a MDR can be decomposed into two
counterpropagating traveling waves around the droplet circumference. The phase velocity

MDR[±v 2D (o)] of the two counterpropagating waves (forming the standing wave at a MDR with n,

Q) can be calculated. Depending on the k's of the MDR's, ±vmDlco) varies from c to c/n(w),

where c is the speed of light in air and c/n(o) is the speed of light in liquid. Physical insight about

the dependence of ±vMD(o) on k can be reached by noting the internal field distribution of the

MDR's. The low k MDR's are very confined within the droplet and, hence, their phase velocity

approaches the phase velocity of a plane wave in liquid [c/n(o)]. The internal field distribution of
the larger Q MDR's is more extended outside the droplet and, hence, their phase velocity
approaches that of a plane wave in air (c).

MDR
Figure 1 shows the schematic of the effective index of refraction neff(w) = c[vD (Co)W 1

as the MDR mode order is increased from Q = 1. Figure 2 shows the calculated phase velocity
(normalized to c) versus wavelength (in wavenumbers cm- 1) for MDR's with different n, k.
Because phase-velocity matching is more difficult to calculate for the CARS process than for the
third-order sum-frequency generation (TSFG) process, we have been concentrating our attention
on the latter. For a = 30 im, Fig. 2 shows the dependence of the calculated phase velocity on the
droplet size parameter x = 2rat. We have experimentally investigated the dependence of TSFG
as the droplet a is changed.3 In droplets, the TSFG spectra consist of peaks associated with
various triple combinations of the input laser wave ((oIL) and the first-order Stokes SRS wave

(COIs).
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I FIG. 1:

MMDR

I Schematic of the range of values for the effective index of refraction neff(to) = c[vihD (CO)]"1

[where vQD(0i) is the phase velocity of a MDR with mode order 2 at frequency o] for the

fundamental frequency ols and its third harmonic at frequency 3ols. MDR's with 2 = 1 have

neff(ao) nearly equal to the bulk refractive index n(wo), and MDR's with highest k have neff(co)

nearly equal to the air refractive index n(ai) = 1.

FIG. 2:

The dependence of the normalized phase velocity [viD R(o)/c] as a function of wavelength (in

wavenumbers cm- 1) or droplet size parameter. The phase velocity is defined only at discrete
values of the droplet size parameters which correspond to MDR's with mode number n and mode
order D.
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3 SUMMARY/OVERVIEW

This research is directed toward innovation of advanced diagnostic techniques applicable
to combustion gases and plasmas, with some emphasis on high speed flows. The primary
flowfield parameters of interest are species concentrations, temperature, pressure, density and
velocity, and quantities derivable from these parameters such as heat flux (from temperature
gradient) and mass flow rate (from density and velocity). Techniques under study utilize laser
absorption and laser-induced fluorescence, with the latter capable of providing both single-point
and multi-point (2-d and 3-d) measurements. Laser sources include tunable cw lasers (ring dye
and solid-state) and tunable pulsed lasers (excimer-pumped dye and narrow-linewidth excimer).
Wavelength modulation and high-speed frequency modulation (FM) spectroscopy techniques are
under study to provide increased data recording rates.

I TECHNICAL DISCUSSION

3 In the following paragraphs we highlight primary activities of the past year.

Plasma Diagnostics

Recent research has focussed on single-point laser-induced fluorescence (LIF) techniques
for temperature measurements in atmospheric pressure plasmas. An RF-powered plasma torch
(1 kW), operating on argon with trace levels of additives, has been developed and used for this
work. Two methods are being studied, one based on single laser line excitation and the other
based on two-line excitation. In the former case, a single transition of Si atoms is excited, and
fluorescence is collected from two upper states, both populated through collisional transfer from
the laser-coupled upper state. The ratio of these two LIF signals reflects the temperature in the
upper states of the atom. The second method involves laser-pumping two lower levels of Si to a
common upper level. The ratio of LIF signals in this case reflects the temperature in the lower
levels of the atom. Initial results are shown in Fig. 1; note the good agreement found at high
temperatures. The discrepancy at lower temperatures reflects the fact that the plasma
temperature is different in the lower and upper levels of the atom.

Laser-Wavelendth Modulation Spectroscopy

A significant accomplishment during the past year has been the development of
wavelength modulation techniques to perform single-point LF of OH in supersonic combustion
flows. These measurements entail rapid scanning of a cw ring dye laser across a spectral region
encompassing two OH absorption lines, thereby producing a time-dependent LEF signal which
contains the complete absorption line profiles of both transitions. We can infer temperature from
the ratio of line intensities, pressure from the linewidths, and velocity from the Doppler shift of
these lines relative to those of a static sample. Such measurements are made at a repetition rate
of 3.5 kHz, with the result that all three flow parameters (temperature, pressure and velocity) are3 determined simultaneously at time intervals of about 300 microseconds. Sample results are
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shown in Fig. 2 for a single laser scan at a small point (0.2mm x 0.2mm x 0.2mm in extent) on
the axis of an atmospheric pressure, supersonic combustion (CH4-air) stream. The mole fraction
of OH was less than 1000 ppm. Recently, we have extended this work to shock tube flows using
absorption detection, and have shown that the approach can be used to measure temperature,
pressure, density, velocity and mass flux (the product of density and velocity) in both OH and
NO. In some cases the laser frequency is fixed and multiple laser beams are used, at different
angles to the shock tube flow, and this approach allows continuous recording of the flow
velocity. Extension to multiple wavelengths will allow simultaneous, continuous recording of
velocity and temperature.
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using wavelength-modulation LIF of OH.

PLIF Imaging in Shock Tube Flows

Shock tubes and tunnels provide a convenient means of studying nonequilibrium
gasdynamic phenomena and of simulating conditions relevant to advanced air-breathing
propulsion systems. Our objective in this project is to establish capabilities for PLIF imaging in
such flows. During the past year we have investigated several aspects of imaging OH and NO,
including the development of techniques for probing flows with vibrational and chemical
nonequilibrium. As an example, we investigated shock-induced ignition of 12-0 2-Ar mixtures
using a nonplanar end wall to generate flow nonuniformities. Two single-shot PLIF images of
OH are shown in Fig. 3. (Note that the end wall has a triangular groove, about 2 mm deep, at the
boundary of the imaged region.) The strong 3-d character of the flowfield, and the capability of
the PLIF system to capture such details, are apparent. Other work in progress involves
vibrational nonequilibrium supersonic flow of NO over a wedge and transverse injection of H2
into a supersonic, high temperature air flow.

Velocity Imaging

Work has continued on our concept for imaging velocity through PLIF monitoring of
Doppler-shifted absorption. The approach utilizes a pulsed tunable dye laser with a spectral
width greater than both the absorption linewidth and the Doppler shift. Use of multiple sneets
allows inference of two velocity components. Recent work has involved assembly of a small
gas-fired rocket motor to provide a controlled source of supersonic combustion gases. Following
check-out of this flow facility, we plan to attempt single-shot velocity imaging using two fast-
gated PLIF cameras. One camera will record the PLIF image associated with forward
propagation of the laser sheet through the flow, while the second camera will record the PLIF
image from the retroreflected beam. Eventually, we hope to implement two laser sources and
two additional cameras, which should enable simultaneous, single-shot imaging of both
temperature and velocity.
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ULaser-Photolysis Shock Tube

During the past year we have continued development of a shock tube which combines
gasdynamic heating with excimer laser photolysis as a means of generating controlled levels of
radical species at elevated temperatures. This device provides new capability for fundamental
studies of reaction kinetics and spectroscopy relevant to combustion. A critical aspect of the
research is the continued development of sensitive species detection schemes using laser and
atomic resonance lamp sources. To verify this new shock tube strategy, we have performed
experiments in NO-H 2-N20-Ar mixtures at high temperatures. At these conditions (see Fig. 4),
the N20 rapidly decomposes to form 0 atoms, which then react via 0 + H2 -4 H + OH.
Subsequent photolysis of NO to form a comparable level of 0 causes further reaction with the
excess H2 by the same mechanism. By monitoring the O-atom decay rate in such experiments,
we are able to extract the rate coefficient for both the pyrolysis- and photolysis-driven reactions.
The rate coefficients (see Fig. 5) are in excellent agreement, thereby confirming the validity of
the photolysis approach. Other work with this shock tube has led to several publications in
recent months.

FM Spectroscopy With Tunable Solid-State Lasers

During the past year we have begun to explore the use of solid-state laser sources to
perform absorption spectroscopy. These sources, like ring dye lasers, may be viewed as tunable,
narrow-linewidth sources, but they have several distinct advantages. In particular, they are
economical, rugged and compact, with the potential to be used in process control and flight
instrumentation. The research issues at present involve learning how to modulate the lasers and
investigating the spectroscopy of species which absorb at the near-ir wavelengths presently
available from these sources. We have focussed our initial work on 02, which is both a critically
important species and has a fortuitous (but weak) absorption band near 760 nm. A computed
absorption spectrum of oxygen illustrating the magnitude of the absorption (path length of 5 m)
and the spectral location of the specific laser we are utilizing is given in Fig. 6. Because of the
low absorption coefficient, we are pursuing various frequency modulation (FM) schemes which
enable detection of weak absorption at relatively rapid rates. An example result, based on
detection at the 2f frequency, is shown in Fig. 7. Here the laser was modulated at f = 50 kHz
while the laser current was swept at 300 Hz. Thus the 2f spectrum, closely related to the second
derivative of the absorption spectrum, can be recorded in a few ms; faster rates will be possible
with improved electronics. The potential to detect 02 concentration, temperature through line
(peak) ratios, and velocity through Doppler shift of line positions, is apparent even in these
initial results. Work is in progress to extend the modulation to higher frequencies and to applyU the method in high-speed and high temperature flows.

Other Prcets
Other projects currently underway include: (1) extension of PLIF to 3-d imaging and to

fast 2-d imaging; (2) simultaneous imaging of droplet, OH and temperature fields in spray
flames using a combination of PLIF and planar Mie scattering; (3) development of advanced
solid-state camera systems with improved performance characteristics; (4) development of
single-shot temperature imaging strategies based on PLIF; and (5) addition of a shock tunnel to
the existing shock tube to enable PLIF studies in hypersonic flows.
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Single-Shot PLIF Images of OH in Shock-Induced Ignition
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SUMMARY/OVERVIEW

This is an experimental program to extend the utility of coherent anti-Stokes Raman
spectroscopy (CARS) as a diagnostic of flows and plasmas. Pump and Stokes radiation focused
into a sheet produces a line of anti-Stokes radiation in the cross section of a flow. The anti-
Stokes radiation detected with a multichannel array provides one angle of projection data. A
cross section of an asymmetrical region is calculated from projection data taken at several
angles using tomographic algorithms. Only one projection is required to reconstruct the cross
section of a cylindrically symmetric flow. This technique allows the measurement of field maps of
internal state distributions (temperatures) and number densities. Currently, CARS is restricted
to collecting data sequentially at single points in space. This first year of work was devoted to
equipment acquisition, apparatus design and construction, computer algorithm development,

I and collection of initial data.

TECHNICAL DISCUSSION

METHOD
In the CARS process, three fields El(w1 ), E2(w2), and E3(w 3) impinge on a medium and

mix through the third order nonlinear susceptibility Xijk to generate a fourth wave E 4(w 4) at
a frequency w4. If we assume the input fields are plane monochromatic waves propagat-ng in
the z direction with aligned polarizations, and the medium has no spatial symmetry, the!- Xikjl
can be written as a scalar and the solution of Maxwell's equations with a nonlinear polarization
source term yields

4 - + 2ika-- = -47r - dwi,w2 ,w)EIE*E3 exp(iAkz) (1)

where Ak = 2k, - k2 - k 3 and k E nw/c. Assuming a solution of the form E 4 (z)
E(z)exp(ik4z) and noting Ak << 2k 3 for phasematched geometries, the spatial variation
of E° is small and the second derivative can be ignored. Accordingly, the spatial variation of
the amplitude of the CARS field can be written

d- = K(w4)y(wI,w 2,w 3)EE E 3 exp(iAkz) (2)

where K(w 4 ) is a known function of w4. This expression can be simplified further using the
following assumptions which are valid for most experimental implementations of CARS: Ak = 0
(phasematched waves); the amplitudes of El, E2, and E3 are independent of z over the region
they coherently interact; EI(w1 ) = E3 (w3 ); and w = w3. Then Eq. (2) becomes
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EO(w4) = K(w 4) 2 E; X(w,w 2)dz. (3)

Noting 14(W 4) = '84E7(w 4) 2, the CARS intensity can be written

14 (W4) A(Lw4 ) X,(z)d" + )z'zdi2 4

where X (z) = aj(z)7j/(65 + ), j = j - (w, - w2 ), -j is a Raman resonance frequency,
X, is the bulk nonresonant susceptibility, -yj is the halfwidth of the resonance, aj is the line
strength parameter, A(w4) is the amplitude, and the sums are taken over all Raman resonances.

If the lasers are focussed into a thin sheet with a transverse cocrdinate z and w2 is tuned
such that 6j is large for all resonances then the signal that results is due primarily to the
interaction of the waves with the nonresonant susceptibility. Then a projection in terms of the
molecular density is obtained:

P(X) =_ [I4(w4)] - Xnr(xz)dz = nr /f(z)dz (5)

where ;j,. is a known constant and n(z) is the number density of the gas. A reconstruction
from this projection yields a map of the density directly.

Now if w4 is chosen such that 6j = 0 for a strong resonance that is isolated from neighboring
resonances (Qj - Qlj± >> y,,) then X >> Xn,, and only the last term in Eq. (4) contributes:

P(x) [14(w 4 )) = / Xj(zz)dz. (6)

Noting that x n(x, z)Aj(x, z) one can obtain a spatial map of Aj, the population difference
between the two states in the Raman resonance j. In thermal equilibrum this defines a tem-
perature. Under nonequilibrium conditions, measuring Av = 1 transitions for a line from each
vibrational level starting with v = 0 allows spatial maps of the population of the vibrational
energy levels to be constructed.

PROGRESS
Work was begun this fiscal year and was partitioned into two tasks: the construction of

an experimental apparatus to test the feasibility of the concept and software development to
acquire and analyze the data. The experimental development was divided into three subtasks:
1) Stokes laser development; 2) hydrogen source and vacuum chamber design and construction;
3) detection system selection, integration and installation. These three subsystems are being
assembled in the space of a single 4' x 8' optics table. Component layout is shown in Figure 1.

Initial tests are being made using a grazing incidence dye laser oscillator. This configuration
lends itself to multiple wavelength operation by splitting the tuning mirror into several sections.
Currently, the laser output is the zeroth order reflection off the diffraction grating. This output
coupling scheme is not efficient in surpresing amplified spontaneous emission (ASE) but ASE
is desirable in this application to excite multiple Q-branch Raman transitions. Using LDS 698
dye in methanol and operating the laser at 683 nm. the amplifier has an efficiency near 15
percent. The second harmonic from a Nd:YAG laser with an unstable resonator longitudinally
pumps the dye amplifier producing a Stokes beam with an annular cross section. This output
is expanded to an outer diameter of 8 mm using a telescope. The expansion telescope between
the dye oscillator and amplifier defines the Stokes beam divergence.
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I Choosing pump and Stokes beams with an annular cross section rather than btams with
Gaussian profiles serves to increase the dynamic range of the detection system when probing a
flow with a circular cross section. The CARS signal scales quadratically with interaction length
and this interaction length varies from the full diameter of the flow at the center to zero at the
edge. Therefore, an ideal profile of a beam focussed into a flat sheet will have its maximum
intensity on the edges rather than at the center. An annular beam focussed by a cylindrical
lens approximates this ideal better than a Gaussian beam.

A small (12" x 12" x 30") rectangular vacuum chamber was built to house the hydrogen
flow. For collinear phasematching, the Stokes and pump beams must be overlapped in vacuum
to avoid the creation of CARS signals through the nonresonant susceptibility of the ambient.
This chamber is fitted with enough electrical feedthroughs to operate a rotation stage, a fast
pulse value, and an electric discharge. Additional ports are used for rotary feedthroughs, gas
inlets, vacuum gauging, and optical access. To minimize the required pumping speed, a pulsed
solenoid valve will be used as a source of hydrogen. A suitable valve has been acquired and
driver circuitry for this valve was built inhouse.

The detection system consists of a 2D intensified CCD camera attached to a half meter
spectrograph. A Photometric CCD system was purchased with a PM512 detector. This system
has a very low dark count rate but is not capable of single photon detection. Accordingly, a
GEN2 microchannel plate intensifier will be mated to the CCD camera. The intensifier uses
a P46 phosphor rather than the standard P20 phosphor to avoid possible saturation effects.t
The P46 phosphor is 3x to 5x less efficient than the P20 phosphor. However, a luminous
gain of less than 100 is required to acheive single photon detection whereas GEN2 intensifiers
typically have luminous gains of 10. The intensifier reduces the linear spatial resolution of the
CCD system by a factor of about two. This is not important for this application. However, the
intensifier also decreases the dynamic range which may be troublesome for some experiments.

The first spectrum from this apparatus is shown in Figure 2. The chamber was evacuated
and filled with hydrogen. Stokes and pump beams with annular profiles were combined using
a dichroic mirror inside the chamber and focussed into a flat sheet with a width of 8 mm using
a 300 mm focal length cylindrical lens. The beams were recollimated using another cylindrical
lens and relayed to the spectrograph. As the data acquisition software for the CCD system
was not completed, this spectrum was recorded using a PAR OMA system with a SIT vidicon
detector. The Raman transitions shown in the figure were excited only by the residual ASE
from the dye laser. The line marked "nonresonant susceptibility" is the signal created by the
narrowband laser output through Xnr of hydrogen. This line can be placed anywhere in the
spectrum by tuning the dye laser. At room temperature, the Q(1) resonant susceptibiltiy is z
103 that of the nonresonant susceptibility. The Q(l) line shown in Figure 2 is saturating the
OMA detector.

As the Photometrics system was only recently delivered, effort on software development
centered on writing a versatile data analysis and display program. Approximately 60 percent of
this program is now operating on our VAX computer. It is an interactive program containing
sections for: data import; creation, calibration, and filtering of projections and their display:
reconstruction of both data and phantom projections; statistical study of both the projections
and reconstructions; 3D surface and contour displays of reconstructions.

Plans for the remainder of the fiscal year include the construction of the reference channel,
the writing of the data acquisition and pixel manipulation software, and the acquisition of
calibration and single projection data from a pulsed supersonic cylindrically symmetric flow of3 hydrogen.

tD.R. Snelling, G.J. Smallwood, R.A. Sawchuck, Appl. Opt. 28. 3226 (1989).
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Figure 1. Experimental configuration used to study CATCARS concept. CODE: A, aperture;
BD, beam dump; BS, beam splitter; CL, cylindrical lens; CT, cylindrical telescope; D, dichroic
mirror; DC, dye cell; IR, image rotator; G, diffraction grating; L, spherical lens; M, mirror; P,
polarizer; Pr, prism; T, spherical telescope; 2X, doubler.
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Figure 2. CARS spectrum of room temperature H2. Collinearly pha--matched Stokes and
pump beams where focussed into an 8 mm wide flat sheet. All H2 transitions were excited by
ASE from the dye laser. The dye laser was tuned off resonance to generate the CARS signal to
the left of the Q-branch transitions through the nonresonance susceptibility.
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TITLZ: ENERGY CONVMRSION DEVICE DIAGNOSTICS

Principal Investigator: D.N. Ganguly

WRDC/POOC-3
WPAFB OH 45433-6563

SUIE4ARY/OVFRVZNW: The two most important parameters of interest
fnr the charaotorinatioe of 'he transport properties of near
equilibrium plasmas are the reduced electric field E/n, where Z in
the electric field and n in the gas density, and To, the electron
temperature. De to the dependence of the transport prorerties on
E/n and To, the knowledge of these two parameters permits
development of a discharge model that can quantify the

m i-terelectrode loss processes. The current emphasis of the task is
to investigate the range of applicability of plasma emission
spectroncopy and Xydberg State 3tark spectroscopy to permit
measurement of electron temperature (or excitation temperature) and
electric field, respectively, in quasi-equilibrium and equilibrium
alkali plasmas. These measurements are made with high spatial
resolution and deviations from near equilibrium caused by boundary
effects can also be observed.

A.UTHORB: B.N. Ganguly and S.D. Marcum

TICHNICAL DISCUSSION:

A. 1flw at RaZ diative A" 2 =*== Auitar±n, Z unsre
%A -The electron temperature (excitation temperature)
measurement in equilibrium (quasi-equilibrium) plasmas are usually
obtained from the emission line intensity ratios or Boltzmann plot
metzod. These proceduros strictly are valid only for measurements
based on high principal quantum number states, since the population
densities of these high n states are in Saha equilibrium. The
emission intensities from high n states are weak, because the
excitation cross-soction as well as the A coefficient deorease
rapidly with increasing n. Accurate intensity measurements are
usually feasible only for lower n states whose population
distrbutQOn may dAviate signifioantly from th* wquilibrium
distribution.

in this work, the measured emission intensities from a hot cathode
(1100 k), low current density, low pressur r nrn-revium dischargo
nas Oeen compared with the calculated intensities obtained from a
detailed balance rate equation of the form

A.(J) - Ke no ng + Z n(i)Aij - n(j) Z Ajk -(1)
dt i>j k

and

Ik - Ajk n(j) (E -Z , watts/cm3;
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The population density of the upper state is obtained from the
steady state solution of equation (1). The right hand side termo
ropresent election impact excitatLon, radiative cascade and loss
due to spontaneous emission. The infinite set of equations (1) was
reduced to a finite set that included excited states up to n-lO
(all L and J) for a total of 52 cesium levels. The electron impact
excitation oross-sections used in this calculation was obtained by
first order many body theory'. The electron impact excitation
rates are calculated by numerically integrating cross-sections over
assumed Mazllian distributions for a range of temperatures.

The radiative cascade contribution to the intensity is. found to be
as high as 30 percent for low n, 1 states. This effect can
introduce large errors for temperature measurement based on the
intensity ratio of two lines. The temperature measurement using
Boltzmann plot method will also show departure from a single valued
temperature even for a thermal equilibrium plasma. The radiative
cascade contributions to the intensity for nD to 6P, nP to 63 and
na to 6P emission lines are shown in Figure 1.

The visible and near uv emission spectrum obtained from the hot
cathode argon-cesium discharge is shown in Figure 2. The
calculated best fit normalized intensities are also shown In the
figure. The calculated intensity ignores radiation trapping and,.
therefore, the predicted intensities for low n transitions to the
ground state are expected to be greater than the measured
intensities. The electron excitation temperature corresponding to
the best fit is found to be 4900±500K.

B. Ryjbar2 A k k Anz a ofULLIa-Ths electric field values
in thernionic cathode discharges are expected to be low (1lOOv/cm).
The hydrogenic Stark broadening approximation, wnich permits low
plasma electric field measurements for near degenerate atomic
species' cannot be applied to high Z alkali atoms. In order to
test the sensitivity of the Rydberg state spectrum of cesium to
applied electric field, the high n spectra have been measured in
different discharge environments (I torr argon + 0.03 torr cesium)
with applied electric fields from 5v/cm up to 40w/cm. The Stark
spectra, obtained by 68 to nP laser ezoitation, from n-25 up to 29
are shown in figure 3 and figure 4 with applied electric field 5
v/os and 10 v/cm, respectively. The measured spectra -show the
field dependent sensitivity of the Stark energy shift and intensity
redistribution from nP' / 2 to nWl/2 and nS1/2 states.

The Rydb*zV State Stark structure has been calculated by the
procedure developed by Zimmerman et all. The calculated energy
levels agree with the experimental data within the accuracy of the
measurement (±0. 15c3O 1), whereas, the Stark intensity redistribution
shows the general trend but does not fit the measured data very
well. This could be a consequence of the electric field dependAnt
nodal location shift of the Stark oigenstates, the intensity is
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lI

I

I very sensitive to the relative phase shift of the'nodes. The high
n Stark enegry levels, on the other hand, do hot depend
significantly on the details of the nodal structures of the
wavefunotion. The radial matrix integration procedure may have to
be revised to obtain good agreement between the experimental and
the calculated intensities.

The measured cesium Rydberg State Stark spectra show that it is
possible to obtain plasma electric field values with _ 5v/czresolution.

3 REFIRUNCES
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I NOVEL NONLINEAR LASER DIAGNOSTIC TECHNIQUES

(AFOSR Contract No. F49620-88-K-0003)

Principal Investigators: David L. Huestis, Gregory W. Faris, and Jay B. JeCfries
Collaborating Staff: Mark J. DyerI

SRI International
Molecular Physics Laboratory

333 Ravenswood Ave.
Menlo Park, CA 94025

I
3 SUMMARY/OVERVIEW:

At SRI we have been developing the approach called two-photon-excited fluorescence
(TPEF) or two-photon LIF for quantitative detection of "difficult" atoms, molecules, and free
radicals, such as N, 0, F, and Cl atoms, and F2 molecules. By "difficult" we mean that the usual
one-photon LIF technique is not possible using visible or near-uv lasers. Under the current
AFOSR contract we have been developing multiphoton techniques for the quantitative detection of
F and F2 . We describe in detail our recent work on detection of F atoms and F2 molecules using
vuv radiation generated by Raman shifting an ArF laser.

During the the next AFOSR contract our research will concentrate on enhancing and

improving the TPEF technique by (1) extending the range of species that can be detected, to
include atomic ions, through improvements in vuv laser sources and excitation schemes and
(2) increasing the utility, and the amount of information that can be obtained from TPEF detection
by utilizing the newly developed approach of amplified spontaneous emission from two-photon
excited atoms.

I TECHNICAL DISCUSSION

3 Multiphoton Detection Techniques for F and F2

Previous work under AFOSR contract has led to the demonstration of sensitive two-
photon-excited fluorescence-detection schemes for atomic fluorine 1,2 and molecular fluorine 3,4
Both demonstration experiments were performed with relatively low laser energies (-10 LJ at
170 nm for F and -50-200 ;i at 207 nm for F2) generated by doubling and/or Raman-shifting the
output of a tunable Nd:YAG-pumped dye laser. Because the sensitivity of the two-photon-excited
fluorescence detection depends on the square of the laser power, it is advantageous to have larger
laser powers.

We are working on a new approach for the production of higher powers for F and F2
detection. There is a coincidental overlap of the tuning range of the ArF excimer laser when twice
anti-Stokes Raman-shifted in HD gas and the energy for two-photon excitation of the

/2 D3 - 2P 302 fine structure line of atomic fluorine. Additionally, there are two-photon
coincidences for the Fllg<--XI + v' = 3 and v' = 2 transitions in molecular fluorine with the first
Stokes Raman-shifted lines of Arf in D2 and HD, respectively. The apparatus used for this
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scheme is shown in Figure 1. The laser used is a Lambda-Physik (150 MSC) laser with oscillator
and amplifier discharge chambers. The oscillator provides -1.3 rrJ energy in -1 cm-1. When
operated as a standard oscillator injection-locked amplifier pair, the spatial mode was of inadequate
quality for multiple-order anti-Stokes Raman shifting. For this reason, the laser was modified to
allow for spatial filtering between the oscillator and amplifier, the amplifier unstable-resonator
cavity was removed, and the filtered oscillator pulse was triple-passed vertically through the
amplifier discharge chamber, taking advantage of the longer vertical aperture. This resulted in
somewhat lower output power (-60 mJ), but a large enhancement for the final Raman-shifted
powers. Careful adjustment of the MgF2 windows allowed good amplitude stability and a 200:1
polarization of the output. Because the gain coefficient in HD is quite low, a liquid nitrogen
temperature Raman cell, shown in Figure 2, was constructed. This increases the gain coefficient
due to redistribution of the HD ground state population and reduces the losses as impurities are
frozen out. The HD cell and the liquid nitrogen jacket are enclosed in an outer, evacuated cell
which provides temperature insulation, prevents condensation on the inner cell windows, and
provides an evacuated path for the vacuum ultraviolet light that is produced.

We have examined the capabilities of this system for Stokes and anti-Stokes production for
both HD and D2. Using a vuv spectrometer to resolve the anti-Stokes orders at least 8 anti-Stokes
orders were observed when shifting in D2 (132 nm) and 4 anti-Stokes orders in HD. Some
measured Stokes and anti-Stokes orders are shown in Figure 3. For both HD and D2, stimulated
rotational Raman scattering limits the main vibrational lines at lower pressures. The measured
power at 170 nm for F atom detection is I mJ, while >6 mJ is generated at 205 nm for F2
detection. Demonstration measurements of F atom and F2 detection using this source are in
progress.

UV and VUV Generation and Detection Techniques

During the next contract period we will develop two photon resonant difference frequency
generation and two-color two-photon excitation as techniques for short wavelength detection and
apply these to detection of a number of interesting species, including C+, Si and F. The well
developed approaches for short wavelength generation (Raman shifting, doubling, and
nonresonant mixing) have important limitations that confine their use to specific wavelength
ranges. Perhaps the most important recent development has been the introduction of the 13-BaB204
(BBO) and LiB30 5 (LBO) crystals which provide convenient doubling from 205 to 250 nm and
nonresonant mixing to about 180 nm. To obtain broadly tunable wavelengths below about 180
nm, we plan to investigate two-photon resonant difference frequency generation in gases (Xe, Kr,
and H2 ) using an excimer laser and a tunable dye laser. This four wave mixing process uses the
high energies in the excimer and dye lasers to give relatively high (microjoule) energies in the vuv
(105-175 nm) sufficient for subsequent two-photon excitation. It will also take advantage of the
good spatial mode quality of the ArF laser source describe above.

Laser-Excited Amplified Spontaneous Emission

The use of laser-excited amplified spontaneous emission (ASE) to measure velocity and
species concentrations in reacting flows will be a new task during the next contract period. These
ASE measurements can be made on gas flows having only single-port access;5 the signal is
collected along the same beam path as the excitation laser uses. The large collimated signal makes
this method attractive for reactive environments with substantial background optical emission. The
ASE gain, divergence, and signal loss mechanisms all must be understood for quantitative
concentration measurements. Velocity determination is possible from the wavelength or
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I
3 wavelength distribution of the signal; assessment of the feasibility of this approach requires

research on the gain narrowing of the Doppler lineshape. The ASE process is also a loss
mechanism for multiphoton laser-induced fluorescence and resonance-enhanced multiphoton
ionization so that quantitative measurements on atoms using these techniques must account for
ASE losses.

I REFERENCES:
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5. A. D. Sappey and J. B. Jefferies, Appl. Phys. Lett. 55, 1182 (1989).

I
I

I " sc % Raman Cell,

Osc +i LN2-coole d

,, , l6-6Tarr

ArF Laser Pump
ip n h o le -, '1

C tome r H. MgF 2
A to2 Prism

Energy ---- \ "\ +fl ,
Probe --- ---. . ,

' ~ ~ a g -2 -Optics -

,1 I nt. - Vacuum -
IComputer| Am Vac SpectrometerI control/ = *

IAcquisition IUD -PM

I Fiugre 1. Experimental apparatus for VUV multiphoton LIF and MPI detection.

I
3 141



LN 2

UgF2 Window HD

Indium Seal Stainless Steel Vacuum Jacket

7~

Copper Inner Cell, Outer Jacket
Vacuum
Pump Removable Window M~ount SS Inner Cell Ancyhor

Figure 2. Cut-away view of liquid nitrogen cooled Raman cell.

50.0

[0E2] Pump S

ASS5
A AS

U

S, 25.0

[HD] AS1  SI

AS S2

1 2.5

SAS 3  
ST

0.0 I I
150 170 190 210 230 250

Wavelength in ni

Figure 3. Stimulated Raman frequency conversion in D2 (2980 K) and HI) (770 K) for a
density of 6 ainagat. Relative intensities have not been corrected for the spectral
response of the photomultiplier, filter, and spectrometer.

142



I

I ASYNCHRONOUS OPTICAL SAMPLING FOR LASER-BASED

COMBUSTION DIAGNOSTICS IN HIGH-PRESSURE FLAMESI
AFOSR Grant No. AFOSR-84-0323I

Galen B. King

3Normand M. Laurendeau

Fred E. Lytle

I
Flame Diagnostics Laboratory

School of Mechanical Engineering

Purdue University

3West Lafayette, IN 47907

3 SUMMARY/OVERVIEW:

This research is concerned with the development and subsequent testing of a new laser-based

combustion diagnostic for the quantitative measurement of both major and minor species concentrations in

high-pressure flames. The technique, called Asynchronous Optical Sampling (ASOPS), is a state-of-the-art

improvement in picosecond laser spectroscopy. ASOPS is a pump/probe method which will allow deter-3 mination of both electronic quenching and state-to-state relaxation rates. Such information is necessary for

quantitative application of both laser-induced and laser-saturated fluorescence at high pressures. The

specific goal of the project is to develop and prove the viability of the ASOPS technique as a practical,

quenching independent diagnostic. This will be achieved through measurements of atomic sodium, indium

and the hydroxyl radical in simple flames.

TECHNICAL DISCUSSION

The ASOPS process is illustrated in Fig. la, which shows the excited state population produced by

several pump pulses over which the temporal positions of several probe pulses have been superimposed.
Each successive probe pulse is delayed in time relative to the pump pulse train by a constantly increasing

duration which is determined by the beat frequency of the system. Thus each probe pulse samples the

excited-state population at a slightly later time than the immediately preceding pump pulse. This is

equivalent to varying the optical delay line in a conventional pump/probe instrument. The entire process of

Fig. la repeats itself when the cumulative delay equals the period of the pump laser. Hence any modulation

of the probe beam, resulting from the creation and subsequent decay of the excited state, repeats at the beat

frequency of the system. Therefore, in contrast to a conventional pump/probe instrument, there is no need

to amplitude modulate either beam to employ synchronous detection.

1
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Figure lb illustrates the change in intensity which occurs owing to stimulated emission from the

excited state population shown in Fig. la. The net effect of the ASOPS technique is that a small amplitude

waveform, which is directly related to the fluorescence decay of the species under study, is impressed onto

the probe laser intensity. In essence, a temporal transformation of the excited-state decay is performed with

the time scaled by the factor [f,p/(fPP-fpl,,)], where f is the repetition rate of the two lasers. The ASOPS

technique is thus the optical analog of a sampling oscilloscope.

A block diagram of the current ASOPS instrument is shown in Fig. 2. The pump and the probe beams

are derived from frequency-doubled dye lasers, which are synchronously-pumped by frequency-doubled,

mode-locked Nd:YAG lasers. The mode-locking frequencies are generated by two frequency synthesizers

operated in a master-slave (i.e. phase-locked) configuration to minimize drift in the beat frequency of the

system. The probe intensity is monitored by a photodiode subtraction circuit the output of which is

amplified and directed to the signal processing system. Triggering the signal processing system is accom-

plished by frequency doubling and electronically mixing the synchronous voltage output from each syn-

thesizer.

Although the ultimate goal of the ASOPS project is to measure the hydroxyl radical in high-pressure

flames, studies of other species have been needed to lay a groundwork for this difficult task. In previous
1,2papers,' we reported initial ASOPS measurements of Rhodamine B in methanol. Flame studies began with

measurements of the relative number density of atomic sodium in an atmospheric CH,/O2/N 2 flame. I

Figure 3 shows a more recent ASOPS signal for sodium. The pump beam (20 mW) is tuned to the 3SI, -4

3Py transition (589.0 nrm) and the probe beam (5 mW) is tuned to the 3P12 -4 5S11 transition (615.4 nm).

A peak SNR of 39:1 was obtained after 256 averages on the digitizing oscilloscope.

Temporal studies of the sodium results have also been completed. A rate equation analysis was

applied and the resulting curve fit to the data of Fig. 3 yields an electronic quenching rate Q.-1.72x10 9 sec'.

This value corresponds favorably with literature values ranging from 1.4x109 sec' reported by Takubo et

al' in a propane/air flame, to 2.1x10P sec" reported by Russo and Hieftje in a natural-gas/air flame.6

We have now extended the ASOPS technique to the ultra-violet with the measurement of atomic

indium in an atmospheric qH./air flame. Both the pump and the probe beams were set to the same wave-

length of 303.94 nm. The ASOPS signal for atomic indium is shown in Fig. 4. This result represents the

P. A. Elzinga, F. E. Lytle, Y. Jiang, G. B. King, and N. M. Laurendeau, Appl. Spectrosc. 41, 2 (1987).
2 p.A. Elzinga, R. J. Kneisler, F. E. Lytle, Y. Jiang, G. B. King, and N. M. Laurendeau, Appl. Opt. 26,

4303 (1987).

G. J. Fiechtner, Y. Jiang G. B. King, N. M. Laurendeau, R. J. Kneisler, and F. E. Lytle, Twenty-Second
Symposium (International) on Combustion, The Combustion Institute, Pittsburgh, PA, p. 1915 (1988).

4 R. J. Kneisler, F. E. Lytle, G. J. Fiechtner, Y. Jiang, G. B. King, and N. M. Laurendeau, Opt. Lett. 14,
260 (1989).

y. Takubo, T. Okamoto and M. Yamamoto, Appl. Opt., 25, 740 (1986).
6 R. E. Russo and G. M. Hieftje, Appl. Spectrosc. 36, 92 (1982).
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I
first UV pump/UV probe signal with the ASOPS methodology. The UV ASOPS measurement was

unattainable prior to our work on enhanced efficiency of second-harmonic-generation (SHG).7 The pump
power is -20 mW while the probe power is - I mW. The high UV powers are difficult to maintain and with

3 the Einstein coefficient for indium approximately 1000 times that for OH more work needs to be done to

reduce the noise in the measurement before routine measurements of OH can be made.

3 The continuation of the UV measurements to include OH requires a large effort to improve the

ASOPS SNR. The detection system is currently being redesigned to increase its bandwidth and reduce its

background. Electronic and optical improvements need to be made to both the Nd:YAG lasers as well as

the synchronously pumped dye lasers to reduce both amplitude and phase noise. The data collection system

also needs to be upgraded to take full advantage of the speed of the ASOPS measurement.

II I I

(a) Excited State
Population

(b) Probe Beam -

Time
Figure 1. ASOPS timing diagram showing (a) excited state population and (b) probe

beam intensity. The probe pulses in (a) are indicated by the vertical dashed
lines.
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Figure 2. Block diagram of the current ASOPS instrument.

G. J. Fiechtner, G. B. King, N. M. Laurendeau, R. J. Kneisler, and F. E. Lytle, Appi. Specrrosc. 43.

1286 (1989).I
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AFOSR SPONSORED RESEARCH IN AIRBREATHING COMBUSTION

5 PROGRAM MANAGER: JULIAN M. TISHKOFF

AFOSR/NA
BOLLING AFB DC 20332-6448

I
SUMMARY/OVERVIEW: The Air Force Office of Scientific
Research (AFOSR) program in airbreathing combustion

currently is focused on six areas of study: supersonic
combustion, reacting flow, soot, sprays, kinetics, and boron
slurries. An assessment of major research needs in each of

these areas is presented.

TECHNICAL DISCUSSION

U AFOSR is the single manager for Air Force basic research,
including programs based on external proposals and in-house
work at Air Force laboratories. Airbreathing combustion is

assigned to the AFOSR Directorate of Aerospace Sciences
along with programs in rocket propulsion, diagnostics of
reacting flow, fluid and solid mechanics, and civil

engineering.

Interests of the AFOSR airbreathing combustion task are
given in the SUMMARY section above. Many achievements can be

cited for these interests, yet imposing fundamental research
challenges remain. The objective of the program is
publications in the refereed scientific literature

describing significant new understanding of multiphase
turbulent reacting flow. Incremental improvements to
existing scientific approaches, hardware development and
computer codes fall outside the scope of this objective.

Decisions on support for research proposals are based on

scientific opportunities and technology needs. Current AFOSR

perceptions of scientific opportunities appear in Figure 1,
and areas of emphasis are indicated by arrows with positive

3 slopes.

Major emphasis has been given to research on supersonic
combustion to support hypersonic airbreathing propulsion

technology. In FY87 new research efforts were directed at

novel means for achieving ignition, combustion enhancement,
and low-loss flameholding in supersonic combustion. FY89 saw
new research in interactive control of fluid transport
processes. These opportunities reflect a generic interest in
interdisciplinary efforts between researchers in control
theory and fluid transport behavior. For hypersonic
propulsion a particular focus of interactive flow control is
the investigation of means to overcome the suppression of

mixing which high Mach number flows experience in relation3 to subsonic flows.
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The behavior of single fuel droplets has been the subject of
renewed research activity. Both computational and
experimental capabilities appear to be poised to expand
studies of spray combustion to spatial dimensions smaller
than those of the droplets themselves. This research
activity will be directed toward the interactions between
droplets and gas-phase turbulent transport processes.

The purpose of this abstract has been to communicate AFOSR
perceptions of research trends to the university and
industrial research communities. However, communication from
those communities back to AFOSR also is desirable and
essential for creating new research opportunities.
Therefore, all proposals and inquiries for fundamental
research are encouraged even if the content does not fall
within the areas of emphasis described herein. Comments and
criticisms of current AFOSR programs also are welcome.
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I
IGNITION AND MODIFICATION OF REACTION BY ENERGY ADDITION:

KINETIC AND TRANSPORT PHENOMENA

AFOSR Contract No. F49620-87-C-0081

I Principal Investigators: Francis E. Fendell and Mau-Song Chou

3 Center for Propulsion Technology and Fluid Mechanics
TRW Space and Technology Group, One Space Park, Redondo Beach, California

I
SUMMARY/OVERVIEW

High-speed air breathing combustion systems necessitate the complete re-

lease of chemical energy during the relatively brief residence time of reac-

tants within combustors of practical length: mixing, ignition, and chemical
reaction must be achieved in a relatively short time. We address, from a
fundamental chemical-dynamics and fluid-transport point of view, the use of
both alternative, photochemical ignition (by laser irradiation) and ignition-
promoting additives, in order to alter chemical-reaction pathways to achieve
rapid ignition and enhanced combustion rate. We also address the influence
of mixture inhomogeieity, and of departure from stoichiometric proportion in
fuel/air mixtures, on the processes of ignition, flame development, and flame
propagation. Chemical systems of particular interest include hydrogen/air
and methane/air, often with trace amounts of carefully selected sensitizers.
We seek to identify optimal circumstances [minimal input energy, minimalSamount of sensitizer(s), etc.] for achieving ignition and burnup with cur-
rently available optical sources by irradiating premixtures flowing faster
than the adiabatic flame speed, and by carrying out supporting approximate
analyses of these experiments.

TECHNICAL DISCUSSION

Experiment - We have achieved volumetric homogeneous ignition of H2/02,
H2/air, and CH4/02 premixed flows in an open system at 1 atm and room temp-
erature via ArF-excimer-laser (193-nm) photolysis of a small initial amount
(0.5-2.0%) of NH3 doping in the flow mixtures. Under the adopted procedure
of mild laser focusing, optical multichannel-analyzer measurements show no
discernible plasma ionic emission; hence, gaseous breakdown is precluded as a
cause of ignition. At three locations, the ignition-delay times, based on

the 308-nm OH-emission band, appear to be close in value; this suggests the
presence of well-distributed ignition sites within the irradiated volume
(-l.7x5.2x60 mm). Figure I shows the ignition-delay time as a function of
initial NH3 mole fraction in H2/02/NH3 flows for several fuel equivalence
ratios. The ignition-delay time appears to be very sensitive to the initial
NH3 concentration, hence to the initial laser-energy-deposition density, and
is insensitive to the fuel equivalence ratio between 0.35 and 3.0. Figure 2
shows that the minimum laser-Snergy-deposition density needed for ignition,
ranging from 130 to 160 mJ/cm , is also relatively insensitive to the fuel
equivalencS ratio. The minimum laser-energy-de osition density increases to
-178 mJ/cm for H2/air/NH3 flows and -300 mJ/cm for CH4/02/NH3 flows at the
stoichiometric ratio, with corresponding minimum required NH3 mole fraction
of -0.75% and 1.2%, respectively. The corresponding minimum radical pair (H
+ NH2) density needed for ignition at the stoichiometric ratio is estimated

5 150



to be -l.3x101 7 , l.9xl01 7 and 2.9xl01 7cm 3 , respectively, for the three flow
mixtures. The results from preliminary kinetic-modeling calculations suggest
that the hot H atoms produced from the NH3 photolysis may play an important
role by enhancing the reaction H(fast) + 02 - OH + 0. This leads to the
observed short ignition-delay time and low minimum-energy-deposition density,
relative to the values which hold for conventional thermal-ignition methods.
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I
supersonically flowing mixture, not to initiate a flame propagation, but
rather to initiate a detonation.

As background, we know that a Chapman-Jouguet (CJ) detonation can be
initiated by a laser pulse in a combustible mixture of gases at an appro-
priate stoichiometry (Lee et al. 1978; Strehlow 1984, pp. 408-409). For
some fuel-air mixtures, we know reasonably well the minimum-energy require-
ment, the pulse-duration requirements, and the deposition-volume require-
ments (Lee et al. 1978). We think that there is a broad range of pulse
parameters (energy, volume, duration) over which the CJ detonation will be
initiated and will propagate without transition to either a strong detona-
tion or a weak detonation.

As further background, we know that, in a uniform channel flow at a
speed that is several times the CJ detonation speed, the weak detonation
(for which the downstream flow is uniform and supersonic) implies an entropy
rise across the detonation that is greatly in excess of the entropy rise
across a CJ detonation in the same mixture; the strong normal detonation
(for which the downstream flow is uniform and subsonic) implies an entropy
rise that is huge compared with that of the weak detonation. We have no
reason to expect that, when successive pulses initiate successive CJ detona-
tions (as in Figure 3), interaction of the spherical detonations with each
other and with the channel walls would lead to the formation of a strong
detonation across the channel. We know that, if, in a uniform channel, a
periodic succession of CJ detonations leads to a reasonably uniform down-
stream flow, that flow can be only the uniform flow that would have emerged
from either a one-dimensional weak detonation or a one-dimensional strong
detonation. We see no reason to doubt that we can select a channel of
cross-section A(x) [with A'(x)>0] so that the downstream flow has the
smallest one-dimensional entropy rise, i.e., the entropy rise associated
with the weak detonation. We are confident that a channel with A'(x)>0 can
be selected such that the nonuniform flow has an average entropy (across the
cross-section) that is smaller than that discussed in the previous sentence.

Several tasks, now listed, must be executed before the feasibility,
reliability, and potent 71 performance of such a configuration can be
obtained.
1. One must establish, experimentally, the ranges of pulsed-energy deposi-

tion, volume of deposition, duration of deposition, and seeding (if
needed) within which individual pulses will lead reliably to the initia-
tion and propagation of CJ detonations.

2. One must establish, experimentally, that the very intricate configura-
tion that results when two CJ detonations intersect and interact does
not include phenomena that could lead to a strong detonation.

3. One must establish, experimentally, that when a CJ detonation interacts
with a reasonably rigid wall, there are no artifacts of that interaction
that can lead to a stronger detonation.

4. Upon the successful completion of tasks (1), (2), (3), together with a
supportive estimate of performance, one should construct a primitive
apparatus such as shown schematically in Figure 4, and one should then
"pulse initiate" two successive CJ detonations in the presence of the
solid wall to verify that no combination of (3) and (4) "sounds ominous".

5. The entropy rise across the reflected shocks that are part of the inter-
acting-detonation problem is a major source of losses in a pulsed-detona-
tion configuration. However, those losses decrease as the pulse spacing
is shortened. In the limit of very short pulse spacing, the detonation

front would be conical, and the flow configuration, upstream of the
cross-section at which the detonation front intersects the channel
wall, will be selfsimilar. One must carry out the theory for this
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configuration (a very straightforward task) and continue the super-
sonic-flow analysis downstream of that intersection (not a particularly
difficult task). When this step is done for a modest number of channel
shapes, one will have a rather good fix on the performance (thrust) to
be expected from such a configuration (Figure 5).

6. Nowhere in the foregoing is there any assessment of the means by which
fuel is mixed into the incoming-air steam, nor is there an assessment of
the structural integrity (or noise-generation level) of any realization
of the schematically defined channels. These subjects need addressing.

7. Item (1) should be extended to include gas mixtures that are not quite
perfectly mixed. In particular, if one should use a mixture (Figure 6)
in which N% of the stoichiometrically proportioned constituents are
molecularly mixed and (I-N)% are paired up in blobs of dimension A, so
that the diffusion flame that would ensue after the molecularly mixed
gases have completed their reaction would require a time az/D, where D
is the Fickian diffusivity of the lighter ingredient. This extension
has two purposes: (1) to ascertain the reliability of the configuration
in the event of imperfect mixing, and (2) to ascertain whether, with
deliberately contrived "two-stage" burning, one could design the system
so that the CJ detonation is weaker (therefore, less entropy-producing)
than its well-mixed counterpart would have been, and, thereby, whether
one could deliberately use a "two-stage" mix to improve performance. We
believe that this nascent idea merits further consideration.

i-Uo t3
Container Fuel-air lUo t2 --3 i

gaseous I~ : / reflected
EZZZZL premixture . . / /. /.

Focal point of UO 0  a ., reflected shock
irradiation. 0 f 0

Focal point of irradiation Region of interaction

Figure 3. Each of the periodic pulses nonintrusively deposits sufficient energy fin Figure 4. A simplified schematic showing three detonation fronts initiated in a
a uniform supersonic stream (speed u 0) of combustible mixture, flowing in an premixed supersonic stream which is traveling faster than the detonation fronts
axisymmetric container] to initiate directly a CJ detonation, which expands radially lwhich travel at speed uo sin W. The downwindmost front has interacted with the walt.
as i is convected downwind. The envelope of detonation - front positions is indicated. and a resulting shock travels through already-reacted gas.

Unburned mixture / Burned mixture

irradiation, 0It

Figure 5. The *scalloped* front constituted by portions (actually. zonal strips) of Figure 6. The half-shaded spheroids of scale a denote the I-N) % of the mixture
the interacting spherical CJ detonation waves initiated by pulsing at a fixed constituted by blobs consisting of fuel Ishaded) and oxidizer lunshaded) in
finite frequency. stoichornetric proportion. The well-mixed N% is convened to product gas in the

oblique detonation.
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FUNDAMENTAL STUDIES OF LASER IGNITION AND KINETICS IN REACTIVE GASES

I (AFOSR Contract No. 90-0025)

Principal Investigators: Andrzej W. Miziolek

Brad E. Forch
Associate Investigators: Norman M. Witriol*

Randy J. Locke*

U. S. Army Ballistic Research Laboratory

Aberdeen Proving Ground, MD 21005-5066I
3 SUMMARY/OVERVIEW:

This year our efforts are concentrated on expanded studies of ultraviolet
laser ignition of premixed reactive gases. New experimental tools, such as a
tunable narrow-band excimer laser, streak camera, and variable pressure bomb,

are being used for more comprehensive studies of laser-produced microplasmar
and subsequent reactive gas ignition. In addition, a laser ignition modeling

effort has been initiated and is underway. This modeling program is aimed at

developing a capability to accurately predict the time and spatial chemistry
and fluid dynamics of the laser-produced microplasma which transitions into a

full flame. Spatially and time-resolved temperature and species concentrations

from the simulations will be compared with experimental measurements of laser
ignition of H2/0 2 and H 2 /air reactive gases using time-resolved pump-probe

techniques.

TECHNICAL DISCUSSION

3 A. Laser Ignition Studies (Experimental)

Last year we reported on the effect of laser beam attenuation by atmos-
pheric gases on the ignition curves for H 2/0 2 premixed gases using the ArF
laser at 193 run. We found that the minimum points in the incident laser energy
(ILE) curve went up dramatically as the propagation pathlength was varied from
1 foot (ignition ILE - 0.8 mJ) to 20 feet (ignition ILE - 5.8 mJ). These
results not only indicate caution in the reporting of the ILE curves as well
as in considering the ArF laser as a practical igniter, but also strongly sug-
gest that radiation at the 02 absorption wavelengths is particularly important

for efficient laser ignition. Studies are now underway using a recently ac-
quired tunable excimer laser (Lambda Physik 150T) to understand better the1 relative roles of 02 and H 2 laser excitation in the ignition process.

Laser ignition experiments involving the hydrogen atom 2-photon resonance

at 243 nm have been conducted and show an interesting isotope wavelength
dependence. 2 Figure I shows the ILE dependence for the ignition of H2/0 2

(curve a) and D 2/0 2 (curve b) using a tunable laser near 243 nm. The plots
clearly show a wavelength shift which corresponds to 22 cm* at the two-photon
level. This is exactly the energy difference in the n-2 excited state for the

two different isotopes. Previously we observed a similar wavelength dependence
for the formation of microplasmas in flows of pure H2 and D 2 gases. Figure 2
shows the ignition ILE dependence on equivalence ratio for H 2 /02 (Figure 2a)
and D2 /02 (Figure 2b) with the laser set at the corresponding minimum
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wavelength points (Figure 1) which are the wavelengths for maximum two-photon
excitation. As can be seen, the two curves are basically alike as would be ex-
pected for these two fuel gases whose flame chemistry is quite similar.

An important question which thus far has remained unanswered pertains to
the degree to which the species-specific microplasma chemistry influences the
growth and behavior of the ignition kernel. We are attempting to address this
question by studying the microplasmas in more detail, i.e. specifically by
trying to determine their chemical composition. Figure 3 shows the microplasma
emission spectra from two different fuel target molecules, i.e. propane
(Figure 3a) and benzene (Figure 3b), using the ArF excimer laser.3 Clearly,
there are major differences in the formation of excited fragments in the
microplasmas for these two molecules and, therefore, we expect that the subse-
quent ignition chemistry should be different as well. A particularly impor-
tant, but difficult, goal to reach would be to fully characterize the laser-
produced microplasmas with respect to the size, temperature, as well as major
and minor reactive species which constitute a viable ignition kernel. Figure 4
shows preliminary results taken from a recently acquired streak camera
(Hamamatsu Model C1587) of a laser-produced microplasma in a H2/02 flow. This
apparatus will be particularly useful for time-resolved spatial and spectro-
scopic studies of microplasma production and evolution.

B. Laser Ignition Studies (Modeling)

Previous modeling efforts of laser ignition have involved a fluid dynamic
description of blast wave evolution and heating,4 as well as a more complete
model which includes some level of detailed chemistry.5 However, to the best
of our knowledge, a robust and well-tested model of laser ignition that can be
used as a predictive tool currently does not exist. Our approach is to write a
one-dimensional time-dependent code which describes the creation of the
laser-induced kernel, as well as the time and spatial development of the sys-
tem from laser-irradiation, to ignition, and finally to extinction.

Specifically, the new code that is being written includes the basic equa-
tions, those of continuity, continuity of the individual species, diffusion,
motion, and energy balance, in one spatial dimension and time. The code util-
izes the Chemkin II package, i.e. the thermodata and transport data sets (with
our additions and alterations) and several of the thermodynamic and math algo-
rithms. The set of time-dependent partial differential equations is solved
using IMSL's DMOLCH, a finite element code which uses the method of lines with
cubic Hermite polynomials. Physically, we assume the laser heats a spherical
(cylindrical) kernel. The laser-induced heating is modeled by including a time
and spatial dependent source term in the energy equation. The form of this
term will be chosen to fit the time-dependent luminescent data obtained from
the streak camera (as in Figure 4). From this input the code will model the
time and radial dependencies of the temperature, density, pressure and species
concentrations in the system. The results will be compared with temperature
and species data obtained from time-resolved pump-probe experiments.
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I PRODUCTION OF COATED BORON POWDER BY A CHEMICAL VAPOR DEPOSITION PROCESS

5 (ONR Contract No. N00014-89-C-0247)
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J.J. Helble and C.L. Senior
PSI Technology Company

20 New England Business Center

Andover, MA 01810

H. Desai
CVD, Inc.

185 New Boston Road
Woburn, MA 01801

i SUMMARY/OVERVI M

In this program, boron particles were produced via a two-step chemical
vapor deposition process which allows control over the size and concentration
of boron particles. Particles were formed via decomposition of BC13 using a
pulsed CO2 laser in the first step and grown by condensation of BC13 in a
thermal reactor in the second step. Control of the size of the particles was
demonstrated by varying the composition of the gas mixture. As part of this
program, evaluation criteria were developed for potential metal coatings for3 boron powder.

AUTHORS

5 J.J. Helble, C.L. Senior, and H. Desai

TECHNICAL DISCUSSION

Production of boron seed particles by decomposition of BC13 with a pulsed
CO2 laser was successfully demonstrated in Phase I of this program. As
anticipated, the seed particles were not agglomerated under most experimental
conditions. Particle size was a function of BC13 concentration. Growth of the
seed particles via thermal decomposition of BC13 in a furnace was also success-
fully demonstrated in Phase I. Seed particles were grown from approximately
40 to 100 nm with particles observed as large as 200 nm. BC1 3 concentration in
the growth furnace was shown to affect the final particle size and morphology.

Particle formation was accomplished in a stainless steel chamber with salt
windows to allow passage of 10.6 um radiation from a CO2 laser. A mixture of
BC13 and H2 in He was flowed through the seed formation chamber. Particle
growth occurred in an externally heated quartz tube located downstream of the
seed formation chamber. Additional boron-containing gases (BCl3/H2/He) were
added to the gas stream containing the seed particles before the growth

1
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furnace. Particles were collected on cooled grids for transmission electron
microscope (TEM) analysis.

In the seed formation experiments, the laser fluence was held constant at
3.5 J/cm 2 and the concentration of BC13 was varied. The concentration of BC13
in the seed formation chamber had a pronounced effect on the particle size and
morphology. The effect on particle size is summarized in Figure 1. Below
0.5 percent BC13 , the particle size is not a strong function of BC13 concen-
tration. This indicates that there may be a lower threshold condition
(temperature and BC13 concentration) needed to promote seed particle formation.
At extremely high concentrations of BC13 , coagulation may occur; clearly
1 percent BC1 3 is well below this upper threshold concentration.

The objective of the particle growth experiments was to demonstrate the
capability to increase the size of the seed particles using thermal decompo-
sition of a gaseous boron compound (BC13) in a furnace. In the particle growth
experiments, the laser fluence was held constant at 3.5 J/cm2 and the pulse
repetition rate was 5 Hz. The concentration of BC13 in the seed formation
chamber was maintained at 1 percent and the concentration of BC13 added to the
gas downstream of the seed formation chamber was varied from 0 to 1 percent
BC13 . Temperature was held at a furnace set point of 1273 K, corresponding to
a gas temperature in the hot zone of 1160 K.

Addition of BC1 3 to the furnace produced a dramatic change in particle
size and morphology. When the BC13 concentration added to the growth furnace
was increased to 0.51 percent, the sample collected contained a mixture of
compact, spherical particles and larger agglomerates with an open structure.
The non-spherical agglomerates ranged in size from 50 to 150 nm. The particles
appeared to have some internal structure, suggestive of collision and partial
solid state coalescence. Increasing the BC13 concentration in the furnace to
1 percent increased the particle size further and resulted in spherical

40
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Figure 1. Average Particle Diameter as a Function of BC1 3 Concentration
for Seed Particle Formation Experiments
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Iparticles. No large agglomerates were observed. A significant number of 20 nm
particles are visible. Most of the larger particles fall in the range of 40 to
100 nm, although particles as large as 185 nm are visible.

The results of the particle growth experiments indicate that substantial
particle growth was obtained at 1160 K from 40 nm to about 100 nm when BC13 was
added in a concentration of 1 percent. Both coagulation and condensation
appear to be important mechanisms for particle growth. One set of experimental
conditions (0.51 percent BC 3 ) produced chain-like agglomerates, while another3(1 percent BCI3 ) produced predominately spherical particles.

During Phase I a number of metals suitable for coating boron powders by
chemical vapor deposition (CVD) were identified. These candidate materials and
their physical properties are listed in Table 1. Although no attempt has been
made yet to coat boron powders, there are data concerning coatings for boron
fibers. Boron fibers have been coated with TiB 2 deposited by reducing gaseous
TiCl4 in the presence of hydrogen.1 The deposition temperatures were in the
range of 700 to 1000*C with deposition times of 20 to 120s. In these experi-
ments there was an absence of a Ti metal layer on the surface. It is specu-
lated that TiB 2 is formed by diffusion of boron through the coating to react
with Ti on the surface. The coating of boron fibers with Zr2 results in the
formation of ZrB2 , which ignites in the presence of oxygen at 600*C. Unfor-
tunately, liquid B203 remains as a product of this reaction. Similar reaction
mechanisms exist for other borides, making them undesirable as coating
materials for boron fuel powder.

For the metals suggested in the literature - magnesium, zirconium, and
titanium - thermodynamic calculations clearly indicate that the refractory
boride is the preferred phase, to the exclusion of pure metallic coating even
at room temperature. Thermodynamic calculations are in agreement with experi-
mental observations for the coating of boron with Ti or Zr. For these metals,
formation of the boride may prove a hindrance to combustion. Magnesium boride
on the other hand, may not be an impediment to combustion since it decomposes

5at 1473 K.

Other materials such as aluminum and zinc do not form borides, but easily
form an oxide layer at room temperature which is very difficult to remove as
seen from Table 1. One potentially attractive coating material is indium which
forms an oxide that does not act as an oxidation barrier because it volatilizes
at a low temperature (1123 K). Indium is a low melting point (430 K) metal
with a vapor pressure of 1 Torr at 700*C making it relatively easy to deposit a
thin film of the metal by CVD. Boron particles formed by the aerosol process
along with indium vapors from an effusion cell can be introduced into a deposi-5tion zone where indium vapors will condense on the boron particle. Although

IIBouix, J., Vincent, H., Boubehira, M., and Viala, J.C. (1986), "Titanium
Diboride-Coated Boron Fiber for Aluminum Matrix Composites," J. Less Common
Metals 117, 83.

2Hall, J.T. (1990), Hughes Aircraft Co., private communication.
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Table 1. Physical Properties of Metals, Oxides, and Borides

Compound Melting Point (K) Boiling Point (K)

B 2573 2823
B203 723 2100

Ti 1933 3560
TiB2 3173 --

T1O2  2113 2800

Zr 2125 4650
ZrB2  decomp. 623 --

ZrO2  3000 5300

Al 933 2740
A1203 2345 3253

In 430 2353
In203  -- volat. 1123

Mg 922 1380
MgB6  decomp. 1473 --

MgO 3125 3873

indium oxide forms on the metal surface at room temperature, it poses no threat
to the combustion process since it volatilizes at 1123 K, well below the
combustion temperatures in air-breathing systems.

Phase I experiments have demonstrated formation of non-agglomerated boron
seed particles which were subsequently grown by condensation. Future work will
be directed toward increasing the final particle size and integrating a coating
step into the process. Metals such as Ti and Zr do not appear promising as
coating materials since they form borides that are oxidation-resistant even at
high temperatures and therefore, will hinder the combustion of boron fuel
particles. Formation of MgB6 is predicted to occur upon coating with Mg, but
this may not be so detrimental to good ignition of boron particles. Other
metals such as Al tend to form oxides which may prove difficult to remove and
hinder the oxidation of boron particles at high temperature. Indium, on the
other hand, appears to be the coating material of choice due to Its volatile
oxide and the relative ease of deposition.
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PROO)CTION AND COATING OF PURE BCR0N POWDERS

SBIR Topic N-89-007

3 Principal Investigator: Charles B. Criner
MACH I, Inc.
346 E. Church Road
King of Prussia, PA 19406

I Summary/Overview

The purpose of this study was to evaluate the feasibility of two
technologies. The first involved the synthesis of pure boron powder from
a thermally unstable caged borane compound. The second involved using a
technique of physical vapor deposition developed by MACH I, Inc. to coat5 magnesium on boron powder.

Technical Discussion

I The results of the work led to the overall conclusion that the scope and
objectives of the prescribed Phase I work were successfully achieved.

3 The following points were demonstrated by the experiment.

* The dilithium dodecaborane spontaneously decomposed into a
moderately pure boron powder with a violent evolution of hydrogen
between 400-500*C.

* The acid precursor of this salt also spontaneously decomposed into
a moderately pure boron powder with a violent evolution of hydrogen at
about 1500C.

S* Using equipment and technique planned in the SBIR proposal, the
purity levels of boron produced from the thermal decomposition of all
caged boranes studied was lower than anticipated. This was due to the
unexpected contamination of carbon in thr compounds studied and the
probable formation of boron oxide.

* The purity of the boron produced from thermal decomposition of

caged boranes must be substantially increased in order for the boron
to be commercially useful. Significant additional work would bei needed to resolve the contamination problem noted.

* The cost of the caged boranc is high and will probably always be
prohibitive to the use of this material as a feedstock for the
production of boron metal. The expected performance benefits from the
synthesis of an ultra-pure boron metal was not achieved. The
synthesis of boron without an oxide layer was not demonstrated.
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* A successful method to coat boron powder with magnesium was
developed and tested.

* The magnesium coated boron powder produced in this SBIR evaluation
appeared to be more thermally active than the neat boron.

* The reactive ball mill method of coating appears to be cost
effective and possikly useful for unstable organo-metallic compounds
as well as low melting metals.

* The reactive ball mill coating technique appears to offer good
potential for additional test evaluations. The low cost of this
process would also lend itself to a comercial utility for coating a
variety of metals other than boron. The concept also is safe, simple
and scalable.
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FUNDAMENTAL COMBUSTION PROCESSES OF PARTICLE-LADEN5SHEAR FLOWS IN SOLID FUEL RAMJETS

(ONR CONTRACT No. N00014-86-K-0468)

Co-Principal Investigators: K. K. Kuo, V. Yang, T. A. Litzinger
S. T. Thynell, and W. H. Hsieh

Department of Mechanical Engineering
The Pennsylvania State University

University Park, PA 16802

* The objectives of this research project are:

1) to acquire a basic understanding of physical and chemical mechanisms involved in
the combustion of solid fuels under strong cross-flow conditions;

2) to advance the understanding of radiative heat transfer during combustion of high-
energy solid fuels by determining temperature and species profiles and radiative
properties of particulate matter of combustion products, using a Fourier-Transform
Infrared (FT-IR) Interferometer;

3) to characterize the thermal degradation, pyrolysis, and ignition phenomena of the
specially formulated solid-fuel samples via CO2 laser pyrolysis studies; and

4) to determine the effects of initial temperature and pressure on the combustion
behavior and burning rates of fuel-rich propellants and pyrotechnic materials.

5Significant results obtained in the past year are summarized below.

I. Combustion of Solid Fuels under Cross-flow Conditions

3 The pyrolysis and combustion of several solid fuels have been studied under both
subsonic and supersonic cross-flow conditions. Most of the solid fuels studied
contained HTPB binder with the addition of different percentages of metal powders and
combustion aids. This type of fuel was either obtained from the Naval Weapons Center
or United Technologies Chemical Systems Division, or processed at The Pennsylvania State
University. To study the effect of different binders on the ignitability and combustion
processes of solid fuels, an energetic copolymer (BAMO/NMMO) was used to replace HTPB.
These solid fuel samples were obtained from Aerojet Propulsion Company.

Results indicate that under atmospheric conditions, the HTPB fuels reach a critical
temperature after which they either melt or ignite depending upon the free-streamtemperature and the diffusion of oxygen into the near surface region. The BAMO/NMMO
based solid fuels were found to exhibit better ignition characteristics than the HTPB
fuels under atmospheric conditions. The addition of boron particles to the solid fuels
enhanced the ignitability by their active participation in chemical reactions inside the
boundary layer region. The effect of boron was more pronounced when added to the
energetic copolymer as compared to the case with HTPB. Figures 1 and 2 show the
regression history for the pure BAMO/NMMO and the [BAMO/NMMO]/boron (82.4/17.6) fuel
samples. The combustion of the pure BAMO/NMMO lasted for 40 seconds, whereas the
combustion of the boron-loaded fuel was completed in 20 seconds. The fastest regression
rate took place at a location 2-3 cm from the rearward facing step.

To overcome certain difficulties encountered in ignition of solid fuels at low3 pressures, a high-pressure windowed test chamber has been designed and constructed to
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study the combustion processes under pressures ranging from I to J0 atm. The chamber is
capable of varying the Mach number from 0 to 1.5 through the use of a double-throat flow
channel design. The second throat can be controlled using an electric actuator to
control the pressure and flow conditions. Results from the high-pressure chamber will
be presented at the meeting.

The combustion of homogeneous HTPB solid fuels under supersonic cross flows has
been studied using a comprehensive numerical analysis. The formulation is based on the
time-dependent multi-dimensional compressible Navier-Stokes equations and species
transport equations. Features of this approach are the consideration of finite-rate
chemical kinetics and variable properties. Turbulence closure is achieved using the
Baldwin-Lomax algebraic model. The governing equations are solved numerically using a
flux-vector splitting Lower-Upper Symmetric Successive Overrelaxation technique that
treats source terms implicitly. The effects of various operating conditions on the
combustion behavior of the HTPB-based solid fuel samples are treated in detail. Results
indicate that both the inlet temperature and pressure have strong influences on the
burning rate of the fuel sample. For the operating range considered, an optimum
pressure is required to maximize the burning rate (see Fig. 3). The sample burns
increasingly faster with pressure from one to four atmospheres. However, at a higher
pressure, the heat released by chemical reaction is not sufficient to further increase
the temperature of the cross flow. Therefore, the heat feedback to the fuel sample
decreases and the burning rate diminishes.

The formulation of a two-phase model with reacting boron particles has been
completed. The particles are divided into representative samples whose motion and
transport are traced using a Lagrangian formulation. Appropriate source terms are added
to the gas-phase equations to account for finite interphase transport. This separated
flow treatment includes submodels for the ignition and combustion stages of the boron
particles.

11. FT-IR Measurements of Combustion Products from Solid Fuels

During the past year, a rapid-scanning Fourier-Transform infrared (FT-IR)
spectrometer has been purchased, installed, and interfaced with a low-pressure
transparent test chamber in which a small strand of solid fuel is burned. The FT-IR has
been set up so that it performs either emission or transmission/absorption measurements
of species concentration and temperature of combustion products from solid propellants
or fuels. The sample surface location is controlled using a He-Ne laser, a photodiode,
and a PC; these components are used in a closed-loop feedback system for the purpose of
maintaining the burning strand in either a fixed or programmable position with respect
to the IR line-of-sight measurement location.

To date, numerous tests have been conducted using the FT-IR and a PC-based
positioning system. Figure 4 shows the result of ten co-added emission spectra obtained
from the burning of a solid fuel, containing 5% B and 95% BAMO/NMMO. These spectra were
measured at 4 cm - 1 wave number resolution using a liquid nitrogen cooled mercury-
cadmium-telluride detector and KBr beamsplitter in a rapid scan mode. Since most solid
propellants and solid fuels combust poorly in low-pressure inert environments, air was
used as the purge gas. Examination of Fig. 4 reveals several interesting features.
First, emission from soot and boron particles, which would be revealed in terms of
spectrally continuous emission, is nearly absent. That is, the energetic binder
(BAMO/NMMO) essentially decomposes and burns in the excess oxidizer environment to form
large amounts of CO 2 and noticeable amounts of H2 0 and CO, but the presence of small
amounts of hydrocarbon molecules may be masked by H2 0 emission near the 1,600-1,400 cm -1
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wave number interval. Second, gaseous combustion products containing B appears to be
absent since the temperatures are too low; otherwise, one would expect to readily
identify HOBO in two bands in the ranges of 1,750-2,250 and 3,450-3,750 cm - . Higher
pressure tests will be conducted in the future to identify gaseous chemical species
containing boron.

III. CO2 Laser Pyrolysis and Ignition of Solid Fuels and MPMS Measurement of Gaseous
Species Profiles

I The combustion characteristics and CO 2 laser ignition behavior of pressed strands
of boron/magnesium/Polytetrafluoroethylene (B/Mg/PTFE) pyrotechnic materials of varying
compositions have been investigated. The amount of PTFE was held constant at 50% by
weight while various amounts of boron (from 0-50%) were introduced to replace the amount
of magnesium in the formulation. All tests were conducted in air at one atmosphere.

Experimental results indicated that the ignition delay time decreased monotonically
as both the heat flux and the weight percentage of boron were increased. This behavior
was partly attributed to the fact that boron has a significantly higher absorptivity
than magnesium at 10.6 pm wavelength. Only samples with a boron loading >_ 10% achieved
self-sustained combustion. Figure 5 shows that the burning rate was highest with a 10%
boron loading and decreased monotonically at higher boron percentages. Above 10% boron
loading, the burning rate decreases due to a reduction in the intensity of the near-
surface flame, which is believed to be produced primarily by the fluorination of Mg, and
also due to the number density increase of ejected boron particles acting as "heat sinks"
and reducing the energy feedback to the sample surface. It was also observed that near-IR
emission was significantly higher for compositions containing 10% and 20% boron.

An MPMS (microprobe mass spectrometry) system has been developed and tests of solid
fuels and propellants are underway. The objective of the system is to measure gaseous
species profiles above burning samples heated by the CO 2 laser. Gaseous species are
drawn through a quartz microprobe with a 50-100 pm orifice into a pre-chamber evacuated
by a mechanical pump and then into the mass spectrometer chamber which is evacuated by a
turbopump to a pressure of 10-6 torr. The system is based on a quadrupole mass
spectrometer with a mass range of 1-500 amu. An 80386 computer and a function generator
have been integrated with the electronics of the MPMS to control the mass detection sequence3 and timing. Software has been developed that allows sampling rates as high as 3,000 amu/s.

IV. Effects of Initial Temperature and Pressure on Combustion Behavior and Burning Rate
of Fuel-Rich Solid Propellants and Pyrotechnic Materials

To study the effects of initial temperature and pressure on the combustion behavior
and burning rate of various combustible solids, their regression rates under no cross-
flow conditions have to be measured. An existing windowed high-pressure test chamber
has been modified to control the initial temperatures of both the solid fuel sample and
the test chamber in a broad range of -40 to 70 C. In order to achieve this range, a FTS
constant-temperature circulation bath was acquired, installed and tested. A gas-phase
heat exchanger system was also designed, fabricated and installed for controlling the
initial temperature of solid-fuel samples and that of the purging gases. In addition,
the windowed test chamber has also been modified to extend its testing pressure ranges
to 62 MPa. A typical result shows that the burning rate of [BAMO/NMMO]/B (60/40) solid
fuel increases from 1.89 to 2.13 mm/s when sample initial temperature increases from 25
to 60 C at MPa. The temperature sensitives of various samples are being characterized

using the newly developed facility.
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I
CHARACTERIZATION OF IR EMISSION FROM BORON COMBUSTION

I (ONR Contract No. N00014-88-C-0492)

5 Principal Investigator: Kurt D. Annen

Aerodyne Research, Inc.
45 Manning Road

Billerica, MA 01821

I
* SUMMARY/OVERVIEW:

The objective of this program is to analyze infrared (IR)
emission from solid propellant combustion to obtain a better
understanding of the chemical, physical, and radiative processes
occurring in the combustion process. Our program interacts close-
ly with the solid propellant combustion program of Penn State,
using the spectral and radiometric IR measurements taken during
their combustion tests. By comparing predictive models of IR
emission with the measured data, chemical kinetic and radiative
parameters used in modeling advanced propellants (such as those
containing boron) can be checked, and a better understanding of
the chemical and physical processes which control the rate of
combustion can be obtained. Eventually, these techniques could
yield new information on the boron oxidation mechanisms and rates
occurring in boron propellant combustion and a verification of
band strengths for the major boron combustion product species.

3 AUTHORS. K.D. Annen, J.C. Wormhoudt, and C.E. Kolb

TECHNIC'L DISCUSSION:

The infrared (IR) emission produced by the products of combustion
of solid propellants has considerable military significance.
Both the initial combustion products and the products of the
secondary combustion or "afterburning", which occurs as the
initial products mix with the surrounding atmosphere, are im-
portant contributors to the total IR emission. Measurements of
the IR emission produced in combustion tests can allow better
predictions of the IR emission produced by actual military sys-
tems, especially for advanced propellants containing boron, and
can also provide a wealth of information about the chemical and
fluid dynamic processes occurring in the solid propellant test.

The objective of our program is to complement the Penn State
research on solid propellants. Our work will focus on analyzing
the spectral and radiometric data obtained by Penn State to
improve our understanding of the chemical, radiometric and fluid
dynamic processes occurring in solid propellant combustion. Penn
State is currently operating a Michelson FTIR spectrometer and a
transparent strand burner chamber for solid propellant tests in
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which the collection of spectral emission data is a major
objective. During this period, we have worked on the development
of IR radiation models to analyze emission spectra for several
propellants obtained by Penn State. These radiation models and
the preliminary fluid dynamics and chemical kinetics developed in
the preceeding year will be used in the analysis of
boron-containing spectral data when it is obtained.

An interesting propellant which has recently been tested by Penn
State in their high pressure facilities with spectral measure-
ments is a formulation consisting of boron and a BAMO/NMO binder.
Figure 1 shows a coadded spectrum, corrected for instrumental
response. Last year, preliminary predictions were made for this
propellant based on the following observations and assumptions.
Penn State observed in their high pressure strand burner that the
boron particles in the B/(BAMO/NMMO) propellant do not burn to
completion at the propellant surface, but rather are ejected from
the burnirg surface by the decomposition of the binder. Based on
this information the concentration of gas phase boron species
near the surface was assumed to be small. By analogy with
nitramine decomposition processes, the BAMO/NMMO binder has been
assumed to decompose to CH20, C2H2 , N2 , NO2 , HCN, and H. Sub-
sequent reactions to form CO, NO, and a variety of radical
species occur rapidly. The peak temperature of the combustion
products at a pressure of 35 psia, prior to reaction with the
external atmosphere, was measured to be approximately 900 K.
Higher temperatures were observed in the afterburning region of
the strand combustion flowfield.

We expect to present comparisons between model predictions and
the observed boron propellant emission spectra. Analysis to
date, however, has been carried out on four other data sets.
These are emission and absorption observations of two con-
ventional propellants, NOSOL-363 and an AP/HTPB formulation.
Understanding of these systems will serve as a basis for analysis
of spectra of advanced propellants.

In all spectra, we see emission or absorption features due to CO,
C02 , H20 and particles (with the exception of the AP/HTPB trans-
mission spectrum which did not include water spectral regions).
In addition, the AP-containing propellant gives well-resolved HCl
line structure, while the NOSOL3 spectra show bands due to NO and
H2CO.

These spectral features can be used to estimate gas and particle
temperatures and species column densities. Such observations can
be used to produce a predictive model of the strand burner flame,
which can then be modified to analyze data from the
boron-containing propellant. Progress towards these goals,
limitations in the present data, and opportunities for further
observations will be discussed.
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Figure 1. Observed B/(BAMO/NMMO) Emission Spectrum, Penn State High
Pressure Combustion Laboratory, 4/27/90.
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ITRANSPORT PHENOMENA AND INTERFACIAL KINETICS
IN MULTIPHASE COMBUSTION SYSTEMSt

I AFOSR Grant No. 89-0223

3 Principal Investigator: Daniel E. Rosner¢
r igh Temperature Chemical Reaction Engineering Laboratory

Department of Chemical Engineering, Yale University
;P.O. Box 2159 YS; New Haven, CT 06520,USA

SUMMARY/OVERVIEW
The performance of ramjets burning slurry fuels (leading to condensed oxide aerosols and

liquid film deposits), gas turbine engines in dusty atmospheres, or when using fuels from non-
traditional sources (e.g., shale-, or coal-derived), depends upon the formation and transport of
small particles across non-isothermal combustion gas boundary layers (BLs). Even airbreathing
engines burning "clean" hydrocarbon fuels can experience soot formation/deposition problems
(e.g., combustor liner burnout, accelerated turbine blade erosion and "hot" corrosion).
Moreover, particle formation and transport are important in many chemical reactors used to
synthesize or process aerospace materials (turbine blade coatings, optical waveguides, ... ).
Accordingly, our research is directed toward providing chemical propulsion systems engineers
and materials-oriented engineers with new techniques and quantitative information on important
particle- and vapor-mass transport mechanisms and rates.

An interactive experimental/theoretical approach is being used to gain understanding of
performance-limiting chemical-, and mass/energy transfer-phenomena at or near interfaces. This
includes the development and exploitation of seeded laboratory flat flame burners (Section 1),
flow-reactors (Section 3), and new optical diagnostic/spectroscopic techniques. Resulting
experimental rate data, together with the predictions of asymptotic theories (Section 2), are then
used as the basis for proposing and verifying simple viewpoints and effective engineering3correlations for future design/optimization studies.

TECHNICAL DISCUSSION
1. SEEDED FLAME EXPERIMENTS ON SUBMICRON PARTICLE TRANSPORT5During this past year our emphasis has been on the further development of a TiC4(g)-
seeded low strain-rate counterflow laminar diffusion flame technique for determining the
thermophoretic diffusivity, (crrD)p, and Brownian diffuzsivity, Dp, of flame-generated submicron
TiO2(s) "soot" particles. As described earlier, our thermophoretic diffusivity inference is based
on the existence of an easily measured particle-free ("dark") zone on either side of the diffusion
flame sheet. Using LDV (radial) velocity measurements on N2-diluted flames we have now
confirmed that inferred (aTD)p-values based on observed dark-zone thicknesses and observed
(thermocouple) temperature gradients are well within 10% of values expected using a
Waldmann's kinetic theory approach for dense spherical particles. We are now studying the
dependence of the inferred (TD)p on carrier gas momentum diffusivity (using helium
substitution), and probing the structure of the "front" separating particle-free from particle-laden
regions. Since this structure is due to the non-zero Brownian diffusivity of the particles, these
latter measurements should allow the inference of aT itself. The ability to reliably measure and
ultimately predict (Section 2) the thermophoretic properties of isolated and aggregated flame-
generated particles (carbonaceous soot, A120 3 , ...) and macromolecules (including PAH soot
precursors) will be important to many technologies, including chemical propulsion and refractory
materials fabrication.

t AFOSR/ONR Contractors Meeting on Propulsion, Atlanta, GA, 11-15 June, 1990I For research collaborators consult REFERENCES
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2. MULTIPHASE TRANSPORT THEORY
Not only can thermophoresis dominate the Brownian transport of small particles in

combustion systems (see, eg., Eisner and Rosner, 1985, and Rosner and Kim, 1984) but we
have recently shown that commonly encountered radiation fluxes can can cause the photophoresis
of absorbing supermicron quasi-spherical particles, as illustrated in Fig.1(Rosner et. al. 1990).

Because of the need to accurately predict the Soret 'diffusion' of large, highly nonspherical
molecules (e.g., polycyclic aromatic soot precursors and large metal-organic vapors used to
deposit thin films with useful optical properties) and the thermophoretic transport of nonspherical
submicron particles (e.g., long soot aggregates) we are continuing our research on predicting the
shape- and orientation-dependence of their thermal diffusion velocities (Garcia-Ybarra & Rosner,
1989), and photophoretic velocities (Rosner,et.al.1989, Mackowski,1990), including the
implications of these effects for agglomeration rates (Park & Rosner, 1989a) and combustion
deposits formed from agglomerated particles (Tassopoulos, OBrien and Rosner, 1989). Our
recent theoretical studies of the transport properties of asymmetric two-sphere aggregates (see
Fig.2 and Mackowski,1990) reveal a strong tendency for them to align themselves with respect to
grad Tg, despite the inevitable randomizing effects of Brownian rotation. Because particle size
and shape also affect Brownian diffusivities, we are simultaneously developing useful
engineering methods for predicting total mass deposition rates from 'coagulation-aged'
distributions of suspended particles - including 'fractal' agglomerates and linear chains of
uniform sized "primary" particles (see, e.g., Rosner, 1989; and Rosner & Tassopoulos, 1989,
and Rosner, 1990)).

Another example of the interesting competition between particle inertia and particle
thermophoresis (Park & Rosner, 1989b) has been clarified for the case of laminar boundary
layers on surfaces with streamwise curvature , as in the case of combustion turbine blades)(
Konstandopoulos and Rosner, 1990). In principle, thermophoresis "alone" can be used to "clean"
a dusty gas well below the "inertial threshold", especially if heat addition to the gas is a
simultaneous goal. For this reason we have calculated (Park and Rosner,1990) the
(dimensionless, stretched) thickness of the "dust-free" layer adjacent to a hot wall toward which a
heavily loaded submicron dusty gas is directed (see,eg. Fig.3). This is the same phenomenon we
are exploiting in our counterflow flame measurements of (,TD)p (Section 1) except our
calculations are for hot solid walls and include high (non-negligible) paiticle mass loadings.

3. GASIFICATION KINETICS OF SOLID BORON AND PYROLITIC GRAPHrrE
Because of the energetic potential of boron as a solid fuel (or fuel additive) and the likely

role of surface reactions involving the gaseous oxidant B 20 3(g) in the processes of fine boron-
particle ignition, combustion and extinction, we have obtained and have submitted for publication
flow reactor measurements of the intrinsic kinetics of the gasification of B(s) at surface
temperatures between about 1300K and 2100K (Zvuloni et al., 1989a, Zvuloni,1990 ). While the
chemical propulsion implications of these measurements are emphasized in our AIAA publication
(Zvuloni er al., 1989a), the experimental techniques and the mechanistic implications of our
results are emphasized in a full-length manuscript prepared for J. Phys. Chem (Zvuloni, Rosner
and Gomez, 1990). We have also completed a preliminary set of measurement of the remarkably
efficient gasification of pyrolytic graphite by OBOBO(g) (Zvuloni et al., 1990c). Indeed, we
find experimental (Fig. 4) and thermochemical evidence that at surface temperatures near 2000K,
each arriving OBOBO(g) molecule is able to form 3 CO molecules which desorb from the surface
(along with 2 "naked" B-atoms). These measurement will have interesting implications for boron-
containing systems in which are present suspended organic soot particles and/or pyrolytic
graphite containment walls.
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I CONCLUSIONS, FUTURE RESEARCH
In our OSR-sponsored Yale HTCRE Lab research during 1989-1990, only briefly

described here, we have shown that new methods for rapidly measuring vapor- and particle-mass
transfer rates and chemical gasification rates of boron and carbon surfaces, combined with recent
advances in transport theory, provide useful means to identify and incorporate important, but
previously neglected, mass transport phenomena in many propulsion engineering and materials

engineering design/optimization calculations. We are now extending our work on the potentially
important effects of new "phoretic" phenomena, 'polydispersed' particle populations, non-
negligible particle inertia, and highly nonspherical particles (aggregates or molecules).
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KINETIC STUDIES OF METAL COMBUSTION IN PROPULSION

I AFOSR Grant No. 89-0086

Principal Investigator: Arthur Fontijn
Research Collaborators: Peter M. Futerko, Aleksandar G. Slavejkov

High-Temperature Reaction Kinetics Laboratory
Department of Chemical Engineering

Rensselaer Polytechnic Institute5 Troy, NY 12180-3590

I SUMMARY

The transfer of engineering data, on rocket chamber and plume
combustion, from present to advanced propulsion systems, is hampered by a
lack of understanding and knowledge of individual B and Al species reactions.
Experiments with our unique HTFFR (high-temperature fast-flow reactor)U technique have shown a wide variety of ways by which temperature affects the
rate coefficients. This emphasizes the need for accurate measurements on
further B and Al reactions, which need to be included in rocket combustion
models. Moreover, a framework needs to be established to allow estimates on
yet other reactions. Here we report both new measurements and a correlation5 which unifies activation energies for a series of BCl and AICI reactions.

TECHNICAL DISCUSSION

I A variety of measurements have been made this past year. These include
an extension of the series of rate coefficient measurements of B and Al radical
oxidation reactions and establishment of dominant reaction mechanisms
(product paths).

3 Rate Coefficient Measurements

The following k(T) measurements, expressed in cm 3 molecule-Is -1 , have
* been completed:

(1) BCl+HCI-*BC12+H T = 1250 to 1620 K3 k(T) = 1.2 x 10- 10 exp(-12 100 K/T)

(2) BCI+ S0 2 --+OBCI+SO T = 460 to 1700 K
k(T) = 3.5 x 10-22 T3.'exp(-1595 K/T)

(3) BCl+N 20 -OBCI+N 2  T = 690 to 1000 K
k(T) = 3.0 x 10-22 T3 .Oexp(-3626 K/T)

The significance of the work on reactions (2) and (3) is discussed in the next
section. Reaction (1) was studied to provide a comparison to the AICI + HC1
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reaction. Over the whole temperature range observed the BCl reaction may be I
seen, Fig. 1, to be an order of magnitude faster. This observation on an
endothermic pair of reactions1 parallels our finding, on the exothermic pairs BCi,

AICI + 02 and BCI, A1CI + C02, that the BCI reactions are faster (have a larger
cross-section), Fig. 2. This can be understood in terms of the larger orbital of
the outer electrons (involved in the formation of the new bond) in the BCI case,
which is equivalent to a larger reactive cross-section. 2

Correlation of Activation Energies

Figure 2 shows that the 02 reactions have smaller temperature
dependences (activation energies) than the corresponding CO 2 reacti'ons, as can
be approximated from the average slopes. It is tempting to try to correlate this
with physical properties of the reactants. Such has sometimes been done
successfully for reactions observed over narrow temperature ranges where
there is no deviation from In k(T) = A exp(-E/RT) Arrhenius behavior. It has
apparently not previously been attempted for observations covering wide
temperatre ranges, where the Arrhenius plots are curved. Merely considering
the small number of reactions of Fig. 2 would be insufficient to obtain
meaningful correlations. We therefore have extended our measurements to
reactions (2) and (3). We now find that by expressing all these rate coefficients
in terms of k(T) = ATn exp(-E/RT), and fixing n anywhere between 2 and 4, that
E correlates closely with IPMCI - EAox. Here the first term is the ionization
potential of BC1 or AICI and the second term represents the electron affinity of
the oxidant. This is illustrated in Fig. 3 for n = 3. A physical explanation for
these findings will be offered at the meeting. No correlation between E and
reaction exothermicities or O-X (0-0, O-SO, etc.) bond dissociation energies is
evident. We plan to further test this unified presentation of BCI and A1C1
reaction activation energies by studying the AICI equivalents of reactions (2)
and (3) and repeat the AIC1 + C02 measurements with the present, improved,
HTFFR configuration. 2 The scatter in the original measurements of that reaction
is such that a comparison to the other reactions of Fig. 3 is not convincing.

Identification of Product Paths

The existence of the E versus IPMCI-EAOX relation of Fig. 3 suggests that all
these MCI reactions proceed via a similar dominant mechanism. As formation of
an oxychloride is from thermochemical considerations the only accessible
channel for the C02, S02, and N20 reactions, this mechanism then would have to
be oxychloride OMCI formation. Thus, while the original studies of the BCI and
AICI reactions with 02 could not distinguish between the various channels which
would be accessible based on thermochemical zonsiderations, 3.4 it now appears
that OMCI formation dominates.

The reactions of AIO with HCI and C12 (the interpretation of the HTFFR
results of which we completed this year) 5 similarly have a number of
thermochemically accessible product paths. We therefore extended our laser-
induced fluorescence measurements to look for the potential product AICI and
established that less than 5% of AIO reacted could have formed this species.
This indicates that abstraction reactions dominate. This may be contrasted with
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observations on NaO + HCI where a four-center channel, NaCI + OH formation,
dominates. 6  The amphoteric element Al in this respect thus resembles a
metalloid more than an alkali metal.
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SUMMARY/OVERVIEW:
The theoretical/computational study addresses the interactions amongst droplets in a non-
dilute spray. Detailed flow fields in the gas surrounding droplets and between droplets
and in the liquid droplet interiors are calculated via adaptive-grid, implicit finite-difference
schemes. Transport in both phases, transient behavior, gas-phase mixing, and droplet drag
and trajectory are determined. Special attention is given to the effects of the proximity of

* another droplet.
AUTHORS

W.A. Sirignano
S.E. Elghobashi

C.H. Chiang3 I. Kim

TECHNICAL DISCUSSION
In a non-dilute spray, the transport rates and flow field in the droplet's surrounding

gas film, the droplet drag coefficient, and the droplet vaporization rate are different from
the values for an isolated droplet. Our theoretical/computational effort has concentrated3 on detailing the differences between droplets in a non-dilute spray and droplets in a dilute
spray. Axisymmetric calculations of fuel droplets moving in tandem have been underway for
several years. Those computations, with both constant properties and variable properties.
are now completed. Axisymmetric calculations of liquid-oxygen (LOX) and fuel droplets in
tandem have begun. New three-dimensional calculations of interacting droplets (with the
relaxation of the tandem constraint) are now underway. A section of discussion is given to
each of these three problems.

1. Description of the interacting fuel droplets research
The present research has concentrated on the interaction between two vaporizing fuel

droplets which are moving in tandem. The single droplet model from our previous research'
is modified with the addition of a grid generaton routine and the readjustment of the velocity
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of the downstream droplet as well as the variation of spacing. The results have significantly
improved our basic understanding and our computational data base in the droplet-interaction
research. A summary of the results is given as follow:

Figure 1 shows results for drag coefficients. Note that time increases as the droplet
Reynolds number decreases. Due to the influence of recirculating flow from the lead droplet,
the downstream droplet receives considerably less convection and hence less shear stress and
less internal circulation. The drag coefficient of the lead droplet tends to be similar to that
of an isolated droplet until the droplets are separated by less than 6 diameters. The drag
coefficient of the downstream droplet is significantly lower than that of the lead droplet. A
similar trend for the Nusselt and Sherwood numbers is also observed. See Figure 2. The
dominant type of heating of the downstream droplet switches to conduction as the two
droplets become sufficiently close that the downstream droplet reaches the near wake of the
lead droplet.

Droplet trajectories are also analyzed for a wide range of initial Reynolds number, initial
droplet spacing, initial droplet size ratio, and transfer number. Results of the type shown
in Figure 3 indicate that droplet spacing could increase or decrease in time depending upon
various factors. Separation becomes more likely as the downstream droplet becomes smaller
relative to the lead droplet. For each initial droplet spacing, there exists a critical droplet-
size ratio below which the droplet collision becomes unlikely. For decreasing initial spacing.
the drag difference increases and the critical size ratio decreases. The critical size ratio
increases as the initial Reynolds number decreases. An increase in initial Reynolds number
serves to increase the approaching speed. The results from constant property computations
overestimate the approaching (or separating) speed of the downstream droplet. For the
cases with high transfer number, the rate of variation of droplet spacing is reduced. The
correlations for the transfer coefficients of both droplets have been obtained and can be
applied in the overall spray computations.

2. Description of the interacting LOX-fuel droplets research
The major effort of this research involves the detailed investigation of the tandem inter-

actions between liquid oxygen (LOX) and fuel droplets. The forced convection of the gas
phase. the transient deceleration of the flow due to the drag force, the surface regression
as well as the relative motion between the droplets, the internal circulation and transient
heating of the liquid phase and variable properties are considered. This analysis includes
an unsteady, axisyrnmetric and laminar flow calculation. The entire computation will be
performed for four basic configurations: (1) an isolated LOX droplet, (2) a LOX droplet
following in the wake of another LOX droplet, (3) a LOX droplet following in the wake of a
fuel droplet, and (4) a fuel droplet moving in the wake of a LOX droplet. Fuels are selected
to be hydrocarbons and alcohols.

Our previous researches1'2 have examined in detail the transport processes of isolated
and interacting, vaporizing hydrocarbon-fuel-droplets, respectively. In the current study.
the basic governing equations and interface conditions as well as the solution procedures
remain the same. Therefore, the well developed codes will be utilized to facilitate the present
research projects. The existing single droplet code will be employed after some modification
to account for LOX properties. The available property information has been compiled and a

180



property table based on the ambient pressure and an extensive range of temperature has been
constructed. Instead of computing the strongly coupled thermophysical correlations, the
property routine will perform interpolation to retrieve values from the property table during
the droplet computation. An experimental correlation between surface saturation pressure
and temperature has been employed in the boundary-condition-solver 1 . The linearization
treatment of this correlation is employed in the computations.

For the case of two droplets of different compositions moving in tandem, in addition to
the property modification, one more species equation is required for the completeness of the
problem. Also, note that the equation of state and pressure correction equation must be
modified accordingly.

The results of vaporization rates, gas-phase composition, gas-phase mixing rates, drag
coefficients, Nusselt numbers and Sherwood numbers are to be reported. The dependencies
of the above quantities upon the droplet Reynolds numbers, droplet spacings, and transfer3 numbers are determined.

3. Description of the three-dimensional interactions of droplets
This project deals with the effects of the interaction amongst vaporizing droplets in a

dense spray surrounded by high temperature gas. This study is an extension of recent
and past research on axisymmetric configurations of isolated droplets and of interacting
droplets in the wake of another droplet. The major new research thrust is the study of
three-dimensional transient interactions. Figure 4 describes two droplets moving side by
side with the initial velocity vectors lying in the same plane. This plane will be a plane
of symmetry. Another plane of symmetry is perpendicular to the first plane and midway
between the two droplets.

A generalized coordinate system has been developed to conform to the shapes of the
boundaries to avoid errors due to interpolation. The governing equations are represented
in the generalized coordinates. The ICE (Implicit Continuous-fluid Eulerian) method is
being adapted to solve the fully coupled, nonlinear system of partial differential equations
that govern the flow field. Calculations with this Navier-Stokes solver are expected by the
summertime.

A three-dimensional grid-generation has been successfully achieved. The computational
grid is generated from the solution of a system of Poisson equations in which th- source
terms are used to control the attraction between grid lines. This quasi-linear elliptic system
of equations is solved by finite-difference discretization using the successive-over-relaxation
(SOR) technique. Figure 5 and 6 represent cross-sections of the three-dimensional grid3 system at different times.
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1. C.H. Chiang, M.S. Raju and W.A. Sirignano, Numerical Analysis of Convecting,
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SUMMARY

This project investigates the nature of particle dispersion in turbulent
jets with an emphasis on the effect of the turbulence on current modelling of
droplet drag and vaporization in sprays. A novel experimental facility has
been built which provides Lagrangian statistics of single particle motion in a
turbulent jet. Numerical simulations of the flow will serve to check the
validity of the drag and vaporization correlations.

TECHNICAL DISCUSSION
(a) Experiments: The experimental apparatus is shown schematically in Fig.1.
A turbulent jet of air is produced by the flow from a round nozzle. Typical
Reynolds numbers of the jet are 20,000 in these experiments. The jet flow has
been characterized in terms of length scales and spectra by hot wire
anemometry. Single droplets of hexadecane or water are formed by a
piezoceramic device at the top of the flow chamber. Droplet diameters range
from about 50 Ipm to about 200 g±m. They are injected onto the centerline of the
jet with a spacing which is many times the droplet diameter so that these
particles are non-interacting and the flow is unaffected by their presence.
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The positions of the particles at various downstream locations are
determined by a laser scattering technique which is shown in Fig. 1. A sheet
of light is formed from an Argon-ion laser. The sheet is directed across the jet.
As a particle traverses the sheet of laser light it scatters light which is
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collected by a lens. The droplet scattering is then imaged onto a position
sensitive detector which can detect the X-Y coordinates of the droplet. The
position sensing diode output is digitized by a CAMAC system for analysis on a
computer. By this means statistically significant samples of particle positions
are obtained. A scatter plot of 2,000 droplets is shown in Fig. 2. Droplet
velocities are determined from the time of flight through the laser sheet
which is of a known thickness.

A fundamental quantity which :s of' interest to us is the particle
dispersion as a function of the time of flight from the point of injection in the
turbulent jet. The dispersion is defined as the mean square displacement of
the particles from their initial location at the origin of the jet. The dispersion
of hexadecane and water droplets is shown as a function of the axial location
in Fig. 3. By using measured times-of-flight of droplets from the nozzle to the
measurement plane we can present the particle dispersion as a function of the
time of flight from the nozzle in Fig. 4.
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Fig. 3 Dispersion as functinvn of X/D Fig. 4 Dispersion as function of time

(b) Stochastic Simulations: A stochastic simulation of the particle dispersion
in the jet has been implemented. A Reynolds stress model has been used for
the velocity field of the jet. The results from this code have served as the basis
for the particle simulation which has been done -in the same manner as
Gosman and lonniades and others. Using the statistics of the velocities a
Gaussian pdf is sampled randomly at whatever point in the flow is occupied by
the droplet. The random axial and radial velocity components are allowed to
interact with the droplet for a time which depends -on the lifetime of the
turbulent eddy or on the transit time of the droplet through the eddy. The
particle equation of motion is then integrated through the flow field with a
fourth order Runge-Kutta scheme. Only the drag and gravity terms have been
used in the particle equation of motion. The conditions of the experiment have
been simulated.

One issue which we investigated with this simulation was the role 01 the
Reynolds stresses on the dispersion of particles. It has been common practice
to neglect this factor without adequate justification. The inrclusion of the
velocity covariance was achieved by performing a coordinate rotation at the
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I
3 time of the velocity pdf sampling so as to impose a correlation on the radial

and axial velocity components; the covariance that was predicted by the
second order closure code was used. The calculations showed, in fact, that the
velocity covariance played little role in determining the dispersion of thedroplets in this flow. This result affirms the validity of the usual approach
that has been adopted in modelling particle dispersion in shear flows.

3 The second aim of the simulation was to provide a comparison with the
experimental dispersion results. One of the surprising outcomes of this
comparison was the unexpectedly significant role for the initial conditions in
affecting particle behavior and dispersion. Initially, we encountered great
difficulty in matching the measured dispersion rates of the larger particles;
the computed dispersion was much less. It was eventually discovered that the
discrepancy was largely due to some initial velocity fluctuations in the radial
direction as the droplets entered the flow field. The rms radial velocity
fluctuations were estimated from the slope of the experimental curve of the
dispersion as a function of the square of the time of flight at early times after
droplet injection. Although the mean radial velocity was zero, the small
fluctuations were shown numerically to account for the measured dispersion
quite well. These results bear some potentially important implications for the
modelling of sprays in which the initial or boundary conditions near the
injector are rarely well-known.

.(c) Vortex Dynamics Simulations: In order to compare simulations of droplet
-dispersion with measurements it is necessary to prescribe the forces which
are acting on the particle. One of aims of the project is to evaluate correlations
of the drag on vaporizing and non-vaporizing droplets. There are, however, a
number of other forces which may be important in unsteady shear flows;
these forces include the Basset force that accounts for history effects, virtual
mass and pressure gradient forces. The common approach has been to ignore
all forces but the drag and buoyancy terms if the. ratio of droplet to gas
densities is large. This assumpt'on is very attractive because it yields
considerable economies in calculating particle trajectories. The Basset term,
for example, introduces an integral into the equation for droplet motion. The
accuracy of this assumption in a turbulent shear flow at various pressures has
not been examined in detail.I

I vii o tzp , ..

IFig. 5 (a) Side View of Vortices and Droplets (b) Head-on View
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We have developed a fully three dimensional vortex dynamics
calculation of the near field of a turbulent air jet. Particles are introduced
into the flow field and their equations of motion are solved along with the
vortex equations. Two types of particle equations were used viz., a general
form with all terms and a so-called Type I approximation which includes. only
drag and gravity.

With the general droplet equation we show the position of 200 droplets
of hexadecane in Fig. 5. The droplets were released at a radial position which
was in the shear layer on the edge bf the -jet. The side view in Fig. 5 indicates
that the droplets have been dispersed substantially across the jet and some
have been flung beyond the jet boundaries. However, the head-on view
reveals that very little azimuthal dispersion has been achieved. For this
reason the 3D calculation was abandoned in favor of the much more efficient
axisymmetric calculation. With this model of the near field of the jet we
examined the effect of the the Type I approximation on the dispersion of
droplets at I atmosphere and at 20 atmospheres (Fig. 6). Three particle
diameters were considered viz., 25, 75 and 150 gm. At I atm the omission of the
Basset, virtual mass and pressure gradient terms makes little difference to the
dispersion for all sizes of particles that we considered. However, at 20 atm it is
apparent that larger particles do exhibit some sensitivity to the Type I
approximatioh; smaller particles show little influence from the Basset and
other forces. The ratio bf Basset and other forces to the drag force for 150 Am
droplets was found to be as large 'as 30 to 40% at some' times. Similar results
have been obtained for vaporizing droplets. This indicates the need to be
careful in the use of the Type I approximation for large particle,, at elevated
pressures. The density ratio alone may not be a sufficient test for this
accuracy of this approximation.
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I SUMMARY/OVERVIEW

Two aspects of drop/gas interactions in dense sprays are being studied: turbulence
modulation and secondary drop breakup. Turbulence modulation is the direct production and
dissipation of turbulence by the motion of a dispersed phase - it is the dominant mechanism
controlling turbulence properties in dense sprays. Turbulence modulation is being studied
experimentally, using homogeneous particle-laden flows; and theoretically, using statistical
methods similar to those used to analyze electrical noise. Findings thus far have yielded

generalized methods to estimate moments, probability density functions, and spatial and temporal
correlations of continuous-phase velocity fluctuations; and have demonstrated the application of
these results to estimate dense-spray mixing processes like turbulent dispersion. A better
fundamental understanding of turbulence modulation, however, requires more information on
particle-laden flows and particle wake properties in turbulent environments, which is the focus of
current work.

An earlier study of dense pressure-atomized sprays showed that breakup intrinsically
occurs by primary breakup at the liquid surface, followed by near-limit secondary breakup of most
of the liquid. Motivated by this observation, near-limit secondary breakup is being studied within
a shock tube, using holocinematography to provide three-dimensional time-dependent information,
I e., rates of drop formation, breakup times, and final drop size and velocity distributions. This
information is vital for gaining a better understanding of separated-flow and mixing processes
within dense sprays, since drop breakup tends to be rate-controlling in dense sprays, much like3 drop vaporization tends to be rate-controlling-in dilute sprays.

TECHNICAL DISCUSSION

Introduction. Processes within the dense-spray region near the injector exit are not well
known, which hampers understanding of sprays since the dense-spray region is the initial
condition for the rest of the flow (Faeth, 1990). This motivated earlier study of the structure of the
near-injector region of large-scale pressure-atomized sprays in this laboratory (Ruff et al., 1989,
1990a, b). The findings highlighted two aspects of derse sprays that are currently being studied:
turbulence modulation, which is the direct effect of drops on gas-phase turbulence properties, and
is the dominant turbulence mechanism of dense sprays; and secondary breakup, which is a rate-
controlling step in dense sprays, much like drop vaporization is a rate-controlling step in dilute

sprays. Progress in each area during the report period is discussed in the following.

Turbulence Modulation. Turbulence modulation is being studied in homogeneous particle-
laden flows involving a uniform flux of particles falling in stagnant water or air environments. For
these conditions, all continuous-phase turbulence properties are due to effects of turbulent
modulation, allowing the phenomenon to be studied in dilute flows that are accessible for
measurements. Measurements in air and water provide a means of varying particle spacing and the
rate of dissipation in the flow over a wide range, so that trends can be identified. Measurements
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involve two-point phase-discriminating laser velocimetry for continuous-phase properties, and
motion-picture shadowgraphs and Mie scattering for particle properties.

Both turbulent dispersion and turbulence modulation have been considered theoretically.
Analysis of turbulent dispersion involves particle trajectory calculations, using statistical time series
methods due to Box and Jenkins (1976) to simulate the turbulent velocity field along the particle
path. Experimental evaluation demonstrated that this approach was effective (Parthesarathy and
Faeth, 1990a); therefore, current efforts are concentrating on predicting turbulence properties. The
approach being studied involves extension of Campbell's theorem (Rice, 1954) from a linear to
three-dimensional domain, so that the contributions of individual particle wakes can be summed to
find the properties of the field. Individual wake properties were estimated from existing
information, limited to mean and turbulent properties of wakes in nonturbulent environments.

Since the present flows are homogeneous and stationary, the rate of dissipation, E, of
turbulence kinetic energy can be estimated from the rate of production, i.e.,

r = 7td 2CD Uk"18 (I)

where dp, CD, U and h" are the particle diameter, drag coefficient, velocity and number flux, and
p is the continuous-phase density. Equation (1) is based on the approximation that relative and
absolute particle velocities are nearly the same, which is appropriate for present conditions. Then,
given E, the analysis yields the following expressions for velocity fluctuations in the streamwise
and crosstream directions, u' and V-.

S= 3"/(2U) = 6.8((E dp/U 2)(0/dp) 2/3)1/2  (2)

where 0 = (CDd2 /8)1/2. The coefficient in equation (2) has been fitted to some extent by only
considering wake properties up to 175dp from the particle, although wake velocities are small in
comparison to present capabilities to measure them beyond this position (Parthesarathy and Faeth
1990b).

Figure 1 is an illustration of measured and predicted velocity fluctuations, plotted according
to equation (2). Dark and open symbols designate air and water continuous phases. Aside from
some scatter forV' in particle/air flows, where experimental uncertainties are high, equation (2) is
in good agreement with the measurements. The range of the data involves particle Reynolds
numbers of 40-600, T/U of 0.001-0.1, and particle/continuous-phase density ratios of 2.5-2100.
which spans conditions typical of sprays. An interesting feature of the results is the high degree of
anisotropy evident from equation (1). This is caused by the intrinsic anisotropy of wake velocities
and generally agrees with observations in dense sprays (Ruff et al., 1990b).

Other successes of predictions include Gaussian probability density functions of velocity
fluctuations, in accord with measurements, and spatial correlations of streamwise velocity
fluctuations in the crosstream direction illustrated in Fig. 2. The measured correlation is relatively
independent of particle size and loading and approximates an exponential function, which agreeN
with predictions.

Measu'red spatial correlations of streamwise velocity fluctuations in the strearmwi.le
direction are illustrated in Fig. 3. Predictions correctly indicate the relative independence of the
measured correlation on operating conditions, but not the exponential functional form illustrated in
the figure. Additionally, predictions of integral scales were poor. These deficiencies are attributed
to limited available information on the structure of wakes for the present Reynolds number range,
in the presence of an ambient turbulence field (Parthesarathy and Faeth, 1996b).
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ntrmb-s in the pa-esence of ambient tubulence in an effori to diagnose ineffective aspects of
predicicns. The next phase. of the study wil! ikivolvn consideratior of interactions between grid-
generated turbulence and a dispersed particle phase, rather than just self-generated turbulence.

e BreakQp. Earliei measurements of the structure of large-scale (10-20 mmIdiameter) dense pressure-atomized sprays sugge.sted two primary breakup mechanisms:
aerodynamic breakup for nonturbulent liquids, arid turbulent breakup for turbulent liquids (Ruff et
al., 1990b). Additionally, it was found that the bulk of the liquid was unstable to secondary
breakup for both primary breakup mechanisms. This behavio; was supported by measurements of
mean drop sizes that were significantly smaller over the bulk of the flow than near the liquid
surface. Thus, this phase of the investigation is considering the mechanism and outcome of
secondary breakup for conditions typical of dense sprays.

Scaling arguments suggest that aerodynamic primary breakup is most important for
practical sprays (Faeth, 1990); therefore, these conditions are being used to define the secondary
breakup regime of interest. Figure 4 is an illustration of this regime, using the low Ohnesorge
number breakup regime map of Borisov et al. (1981). The regime map is plotted in terms of the
drop Weber and Reynolds numbers based on gas density, Wegp and Rep. The tests of Ruff et al.
(1990a, b) follow a single trajectory on this plot for both nonturbulent and turbulent liquids. The
full range available for aerodynamic primary breakup is somewhat broader, but still lies in the near-
limit secondary breakup regime where deformation and weak strilping breakup are dominant.
This assessment also agrees with the few secondary breakup events that were observed by Ruff et
al. (1990b).

The dynamics and outcome of near-limit secondary breakup are poorly understood (Faeth
1990). Therefore, these properties are being studied using a shock tube with test drops injected in
front of the shock wave with a piezo-electric generator. Measurements involve conventional flash
shadowgraphs, to define breakup regime transitions; and holocinematography, to map out the

* evolution and outcome of the secondary breakup process.

Work during this report period involved assembling the shock tube, developing the drop
generator, and developing the holocinematography system. The latter instrument was
demonstrated successfully in the in-line (Gabor) configuration, providing a 35 mm diameter X
100 mm long field of view with hologram framing rates of I kHz (Ruff et al., 1990c).

Current work involves developing the experiment. Subsequent measurements will
continue throughout the next report period in order to define cffects of Ohnesorge, Weber and
Reynolds number variations. Future work also involves development of an off-axis
holocinematography system, in order to improve the resolving power of this instrument.
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OF LASER-INDUCED FLUORESCENCE
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I
SUMMARY/OVERVIEW:

The development and application of laser induced
fluorescence diagnostic methods for hydrocarbon fuels has
continued. Exciplex fluorescence thermometry has been used to
measure the (near surface) temperature of isolated droplets
falling into a hot ambient. Direct calibration methods have been
developed for exciplex-based vapor/liquid visualization; these
methods should be simpler and more accurate than the previousI photophysics-based methods. In addition, methods have been
developed for correction for refraction effects by droplet
surfaces, measurement of temperature fields within droplets, and
production of monodisperse droplets at high pressures.

TECHNICAL DISCUSSION:

* A. Temperature Measurements in Falling Droplets

Exciplex fluorescence thermometry has been used co measure
the (near-surface) temperature of a 225 micryn droplet, which had
fallen 10 cm through a known heated ambient. Decane was doped
with 5 x 10- 3 M pyrene. The optical density was sufficiently high
that 90% of the incident light was absorbed within the outer 50-
60 microns of the droplet, and thus, the temperatures inferred
could be interpreted as "near-surface" temperatures. Spectra
were taken on an optical multichannel analyzer, and droplet
diameters were calculated from photomicrographs. These
measurements are thought to be the first temperature measurements

* ever made of freely falling hydrocarbon droplets.

These temperature measurements required the development of
protocols which must be respected if exciplex fluorescence
thermometry of droplets is to yield accurate temperatures.
Questions of optical depth, analysis of spectra, calibration, and
interpretation were addressed. In particular, the effect of
evaporation of a volatile solvent on the calibration of the
(involatile) exciplex fluorescence thermometer was recognized, In
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order to complete the analysis of that experiment, it was
necessary to show that evaporation of the droplet was negligible
(< 10% of the mass). However, the most interesting applications
of exciplex fluorescence thermometry are in the determination of
the temperatures of evaporating drops, and consequently, work has
begun to develop improved exciplex fluorescence thermometers,
which are concentration-independent.

An improved the~rxometry system, consisting of 10% 1-
methylnaphthalene/10- % 1,3-di(l-pyrenyl)-propane (PYPYP), is
under development. The PYPYP, which is at low concentration,
functions as a concentration-independent intramolecular exciplex
fluorescence thermometer. However, at the low concentrations at
which it will do so, the optical density is not high enough to
restrict the fluorescence to the droplet surface. The
methylnaphthalene, at high concentration, acts as the primary
optical absorber, and transfers its excitation to the PYPYP.
Preliminary studies indicate that the temperatures determined
with this new system will be "surface temperatures", since the
solution will be extremely optically thick, and that they will be
virtually independent of the degree of evaporation of the droplet
since the thermometer calibration can be made virtually
independent of the dopant concentration.

B. Quantitative Spray Visualization

Direct calibration methods for exciplex-based vapor/liquid
visualization systems have been developed at United Technologies
Research Center. These direct calibration methods will
complement the photophysics-based methods developed earlier.
Vapor sources of known concentration were prepared by sealing
small amounts of N,N,N'N'-tetramethyl-p-phenylenediamine (TMPD),
the best monomer molecule, in quartz cuvets under vacuum. Since
the vapor pressure of TMPD as a function of temperature is
unknown, the absorbance of the cuvets as function of temperature
was measured. The same cuvets could then be placed in the spray
apparatus, at a known temperature, as a vapor source of known
concentration. Droplets of known diameter were obtained by
measuring the diameter of droplets at the edge of a non-
evaporating spray. Correction must be made for non-uniform
illumination of single droplets. Calibration factors were
obtained as the ratio of the measured intensity to the known
vapor or liquid mass.

Calibrated liquid and vapor images were obtained for a small
air brush spray into hot nitrogen. Fig. 1 shows results
obtained. The difference in information between averaged and
instantaneous spray behavior is striking. As a result of this
work, direct calibration methods will be available for other
users of exciplex-based vapor/liquid visualization methods.
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I
C. Single Droplet Physics

* 1. Optics of Droplets

Details of heat transfer to droplets can be obtained through
"droplet slicing" diagnostics, in which a thin laser sheet
illuminates an equatorial plane of the droplet. However, in such
an experiment, the emitted rays pass through a hemisphere of
hydrocarbon liquid before exiting the droplet, and they refract
as they pass from the liquid to the surrounding atmosphere. The
liquid hemisphere acts like a lens, which magnifies the center of
the droplet and makes the collection of light originating near
the surface difficult. A computer program was developed to
correct for these effects and is being checked against
measurements made on a glass hemisphere.

I Methods have been developed which make it possible to
determine unambiguously from an experimental image whether the

i laser sheet did indeed bisect the droplet.

2. Exciplex Fluorescence Thermometry Within Droplets

Using "droplet slicing" techniques and exciplex fluorescence
thermometry, preliminary measurements of the temperature field
within a falling droplet have been made. The fluorescence from a
single droplet, which had fallen into heated nitrogen, wasU recorded on a color CCD camera. For droplet temperature
measurements, the thermometry is carried out by separating the
RGB outputs of the CCD camera and dividing the blue intensity by
the green intensity pixel by pixel, to obtain a ratio which can
be calibrated against the liquid temperature. In these
experiments, signal processing takes the place of complex optical
systems with multiple mirrors and separate blue and green
filters.

3. Monodisperse Droplets at High Pressures

Monodisperse droplets have been produced routinely at
pressures ranging up to 400 psi. The droplet-on-demand generator
used in other experiments has been adapted for routine use in a
pressure bomb -- with optical access -- which is rated to 60
atm.
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FUELS COMBUSTION RESEARCH

(AFOSR Grant-89-0034)

Principal Investigators: I. Glassman and K. Brezinsky

Department of Mechanical and Aerospace Engineering
Princeton University

Princeton, New Jersey 08544

SUMIARY/OVERVIEW

Progress in understanding soot formation in combustion systems and the
effect of fuel type continues. Since results appear to reveal that soot

nucleates at approximately the same temperature for all fuels and under all
conditions, the present focus of this research is on the possibility that

there is a fundamental high activation process controlling for all fuels and
under all conditions. Corresponding studies of high temperature oxidation of
hydrocarbons have concentrated on the aromatic components of jet propulsion

fuels. Studies on benzene and singly alkylated benzenes have been completed.

Data have been obtained on the dialkylated compounds, particularly the
xylenes. Presented here are the results and suggested mechanisms for the3 oxidation of ortho-xylene.

TECHNICAL DISCUSSION

In earlier work on soot formation [1], it was observed that in co-flowing
diffusion flames that soot nucleation occurred at -1400*K irrespective of the
fuels used or the extent to which these fuels were diluted with an inert. In

light of the fact that recent work at Goettingen [21 on sooting pre-mixed

flames could be interpreted [3] to have approximately the same nucleation
temperature, more attention was devoted to studying the ramifications of this

phenomenon. It could possibly reveal that there is a limiting high activation

process that controls the soot formation under all conditions and for all
fuels.

The earlier work [1] characterized the soot inception point as the first
observation of soot on a thermocouple traversing the centerline of the flame

apparatus. The procedure posed some difficulty in interpreting the proper

temperature. Thus another technique was used in which a sooting flame of a

particular height was diluted by nitrogen addition until all soot luminosity
disappeared [4). The temperature of the visible bluish flame front was then
measured by a thermocouple at the apex and interpreted to be the Burke-
Schumann flame front [5]. Due to blow-off conditions, heavily sooting fuels
could not be evaluated because of the excessive dilution required. However,
when the oxidizer stream was switched to pure oxygen, non-sooting flames could

be obtained for all fuels tested to date [4).

The results have proved interesting. Ethylene isotherms obtained with

both air and pure oxygen are shown in Fig. 1. In both cases the flame front

corresponded approximately to where the 1320 C isotherm crosses the centerline.
It is also interesting that the maximum temperature in the oxygen case is well
above this temperature. Currently this effect is believed to be due to
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non-infinite reaction rates. Figure 2 represents the centerlinc results
obtained for methane, propane, iso-butane, n-butane, ethene, trans butene, 1-3
butadiene and allene. The flame front on the centerline exists at axial
position (Z/H) - 1. As to be expected [5], methane, a single carbon atom
species is anomalous. The temperature spread for all the other fuels
evaluated is about 170 K (1340-1510 C). Since the fuels order according to
their tendency to soot [3], that is, the most heavily sooting compounds
require the greatest amount of dilution, it is currently believed that the
method of observation of complete disappearance of luminosity results in the
data spread. Currently the technique is being applied to aromatic fuels. Why
these results appear about 300K higher than earlier measurements is currently
under investigation.

In general, the oxidation mechanism of o-xylene was not observed to
change significantly over the range of stoichiometries considered in the
Princeton Flow reactor studies recently completed.

As the xylene fuel was consumed the major aromatic intermediates that
appeared included benzene, toluene, o-tolualdehyde (I,2-CH30CHO), o-
ethyltoluene (I,2-GH34C2H5 ), o methylstyrene (I,2-CH30C2H3 ), benzaldehyde
(OCHO) and styrene (OC2 H3 ). The major aliphatics detected were rethane,
acetylene, ethene, cyclopentadiene and vinylacetylene (CH 2-CH-C=;H). Also
found in significant amounts were CO and H 2 . Other species found in

relatively small concentrations included C02, ethane, allene, methylacetylene,
butadiene, a linear C6 H6, phenol, cresols (CH30OH), benzyl alcohol (OCH 2OH),
ethylbenzene (4C 2H), o-methylbenzyl alcohol (I,2-CH30CH2 OH), indene

I I i I
(CH 20CH=CH), naphthalene (C1 0H 8 ), and benzofuran (OOCH=CH). Trace amounts
of propene, 2-ethynyl-l-propene (CH2-C(CH 3 )-C=CH), methyl cyclopentadiene,
o-phthaldehyde (I,2-CHOOCHO), phthalan, and the other xylenes were also

identified in each study. It was noted that except for the cresols and the
xylenes all of the dialkylated species detected had the same isomeric

structure as the parent fuel.

As in the case of the oxidation of meta and para xylene [6,7], very

little evidence was found that suggested that ring destruction occurred before
both of the side chains were consumed. The mechanism proposed in Fig. 3 and
developed from the extensive data obtained and information in the literature
suggests that o-xylene is consumed by both simultaneous and sequential

oxidation of the methyl side chains. As depicted in Fig. 3, once the
o-methylbenzyl radical is formed, the radical has two major paths through
which it may decompose. The first path involves the abstraction of an H from

the other methyl group, produces o-xylylene (o-quinodimethane or 5,6-bis
(methylene)-l,3-cyclohexadiene) and is considered here to be the simultaneous
oxidation route. The second path for the o-methylbenzyl radical is the
oxidation of the radical site producing o-tolualdehyde and is considered to be

the sequential oxidation path. Detailed support for the total mechanism
described in Fig. 3 and the formation of many of the minor intermediates found

in the flow reactor experiments is presented in Ref. 8.

Another interesting observation of the experimental studies was, as shown
in Fig. 4, that o-xylene is more reactive than m- and p-xylene for a

temperature of about 1155 K. The explanation of this effect is related to the
proximity of the two methyl groups in o-xylene. Again, the detailed
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explanation of the trend appears In Ref. 8.
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DETERMINATION OF RATE-LIMITING STEPS DURING SOOT FORMATION

AFOSR Contract No. F49620-88-C-0051

Principal Investigator: Meredith B. Colket, IIII
United Technologies Research Center3 E. Hartford, CT 06108

* SUMMARY/OVERVIEW:

A variety of hydrocarbons are being pyrolyzed and oxidized in a
single-pulse shock tube. Data will be used to identify rate-limiting steps

during soot formation and to assist in the development or verification of
chemical models describing formation of products and soot-precursors. In
addition, simplified modeling concepts are being developed in order to
describe soot production in flames. Both the experimental work and the

modeling efforts indicate that benzene production is only one of several
rate-limiting steps leading to soot formation. Furthermore modeling
efforts support arguments that C3 H + C3H 3 reactions to formI3
benzene are more important than previously assumed.

3 AUTHORS M. Colket, R. Hall, J. Sangiovanni, and D. Seery

TECHNICAL DISCUSSION

Eight separate series of single-pulse shock tube experiments have been
completed. For each series, a hydrocarbon or a mixture of a hydrocarbon and
oxygen were shock-heated in argon over an approximate temperature range of

1100K to 2000K. Total pressures were about five to ten atmospheres and
dwell times were about 500 microseconds. Gas samples were collected
automatically at the end wall of the shock tube and then were analyzed
quantitatively using gas chromatography. Measured species include Cl to
C14 hydrocarbons, carbon oxides, hydrogen, and oxygen. The existing
capillary gas chromatograph is being converted to a gc/ms system to enhance
identification of critical high molecular weight species. Hydrocarbons

pyrolyzed (or oxidatively pyrolyzed) include toluene, benzene,
dicyclopentadiene and cyclopentadiene. In addition, benzene has been
copyrolyzed with hydrogen, and cyclopentadiene has been copyrolyzed with
acetylene, biacetyl (as a source of methyl radicals) and benzene. The
existing capillary gas chromatograph is being converted to a gc/ms system
to enhance identification of critical high molecular weight species.

Preliminary comparisons of the data from the pyrolysis and oxidative
pyrolysis of cyclopentadiene indicates that as the parent pyrolyzes, it
principally decomposes into a C3 and a C 2 - hydrocarbon, and a portion
of the C -hydrocarbon decomposes to methane and acetylene. However,cyclopeniadiene oxidizes in a manner similar to that of benzene; i.e.,

extraction of carbon monoxide from the ring. Vinylacetylene and

1,3-butadiene are principle products of the oxidation.

i 199



Carbon balances (sum of all carbon in hydrocarbon species up to
naphthalene) calculated from cyclopentadiene pyrolysis are very similar to
that of benzene. Carbon balances have previously been shown to correlate
well with the soot production from a particular hydrocarbon. The low
carbon balance from cyclopentadiene (see Fig. 1) is not that surprising
considering the aromatic character of cyclopentadiene, but the result is
significant in that it demonstrates the potential importance of C5-rings to
soot production. A further analysis of the species produced during the
pyrolysis indicates that this is the first example in which benzene
production does not correlate with the carbon balance. In Fig. 2
comparisons of benzene production are shown for several different fuels.
Although, benzene production is low from cyclopentadiene, comparable to
that formed from butadiene, its carbon deficit is larger, comparable to
that of benzene and certainly greater than allene which forms a large
amount of benzene. The implication of these results is that C5-compounds
offer a route to formation of high molecular compounds which circumvents
the formation of benzene. Previously, benzene had been considered to be a
primary step to the formation (inception) of soot.

The high rates of production of benzene during allene pyrolysis are
indicative of a fast benzene formation mechanism from recombination of
C 3H3 radicals. Most efforts of predicting benzene formation in flames
have focused on reactions between C and C -hydrocarbon species2 4.
Recent work by Miller and Melius argues against these mechanisms and in
favor of the C reactions. To test out the potential importance of
reactions involving C -species, we have first duplicated the work of
Harris and Wiener in heir predictions of benzene production in a rich,
premixed, laminar ethylene/air flame. Secondly, we have redone the
calculations for benzene formation when the recoT~ination reaction of
C 3H is included (with a rate constant of 1 x 10 cc/mole/sec).
With this added reaction, benzene production was increased by nearly a
factor of two, thus supporting arguments that other routes to benzene
production may have been underestimated in the past.

Soot Aerosol Dynamics Simulations

In the last annual report, we presented the results of a simplified aerosol
dynamics model for soot growth. With the aim of modeling the growth of
soot spheroids, we adapted the most recent version of a well-known aerosol
dynamics code, MAEROS, which is a fixed- grid, sectional model including
nucleation, surface growth, and coagulation. The lowest size class was
assumed to approximate that of a benzene molecule, with an effective
nucleation/inception rate given by the production rate of the smallest
aromatic molecules, typically taken to be benzene. Surface growth was
assumed to be due to acetylene deposition alone, at a rate given by the
well-known Harris-Weiner growth rate expression. Provision for oxidative
mass removal at a rate given by the Nagle and Strickland-Constable
expression was also made in the model. This is admittedly a highly
simplified picture of the soot growth that glosses over many details of the
inception process; the only medium parameters except for temperature that
need to be specified are the benzene formation rate and the concentration
of the condensable acetylene vapor. The first comparison of the model with
the experimental volume fraction data of Harris and co-workers, taken in a
premixed, atmospheric pressure, ethylene-oxygen flame, was very good Both
the magnitude and time dependence of the soot growth were modeled well, and
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I
there was no need to allow for oxidation. Given the simplifications made,
we recognized the obvious possibility that the agreement obtained was
fortuitous. We therefore embarked on a project of trying to model other
well-characterized flames. One set of calculations in progress is to see

if the model reproduces the stoichiometric variation of soot production in
the Harris flames; this work involves using CHEMKIN to calculate the
acetylene concentration and the benzene source rate, and is in progress at
this time.

I The only other well-characterized data suitable for modeling purposes have
been reported by Bockhorn, et.al. in low-pressure, premixed flames. Soot
volume fraction profiles have been measured, and all the other input data
needed to perform the modelling calculations are available. We have
performed preliminary calculations for their 0.15 atmospheric
propane/oxygen flame. Figure 3 shows the comparison of the calculated and
experimental soot volume fractions, based on the experimental benzene
concentration profile. With no oxidation, the calculated volume fractions
are much too large, but there is considerable sensitivity to the oxygen
concentration, as seen. For an oxygen concentration of about 1%, the
agreement is good, at least for longer times. This flame is somewhat
leaner than the Harris flame discussed earlier, so the need to incorporate
oxidation is at least qualitatively reasonable. The foregoing calculation
was based on the assumption that the benzene source rate is the effective
inception rate. Naphthalene production rates are also available, and we
have found that taking naphthalene as the inception source results in much
better agreement at early times, and seems to require somewhat smaller
oxygen concentrations at longer times. This is an aspect of the
calculation that will be pursued further, together with other questions
like the temperature sensitivity of the surface growth rate, and the
overall sensitivity to reasonable uncertainties in temperature.

I Fig. 1 Mass Recovery Following Pyrolysis
in a Single-Pulse Shock Tube
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Fig. 2 Benzene Production During Pyrolysis
in a Single-Pulse Shock Tube
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FUEL STRUCTURE AND PRESSURE EFFECTS ON THE FORMATION OF
SOOT PARTICLES IN DIFFUSION FLAMES

(AFOSR Contract No. AFOSR-87-0145)

Principal Investigator: Robert J. Santoro

Department of Mechanical Engineering
The Pennsylvania State University

University Park, PA 16802

SUMMARY/OVERVIEW:

The present program addresses the need to provide a fundamental understanding of the
processes which control soot particle formation under conditions applicable to future gas turbine
engine operation. The approach taken emphasizes a detailed consideration of the basic phenomena
involved in particle inception, surface growth and oxidation. In particular, the effects of fuel
molecular structure and operating pressure are of interest. Because of the fundamental nature of
the program goals, the present studies are conducted in well controlled laminar diffusion flames.
Detailed measurements, involving laser-based techniques, are used to characterize the soot particle
and velocity fields present in the flame. During the past year, investigations of the effects of fuel
concentration and pressure have been emphasized. Recently, efforts have also been directed
towards developing spectroscopic and mass spectrometric measurement techniques in order to
obtain information on gas phase species. The present studies are expected to help in achieving a
quantitative understanding of soot formation phenomena which will impact future gas turbine
technology where operation will involve burning broad specification fuels at higher pressures.

TECHNICAL DISCUSSION

During the past year, studies have concentrated on the effects of fuel concentration and
operating pressure on the soot formation process. In addition, collaborative efforts with workers
at other institutions (Brown University and NIST) have been undertaken to examine the optical
properties of soot aggregates formed in the flame [1] and the effects of buoyancy in jet diffusion
flames [2]. In addition to these studies, efforts have been made to enhance the diagnostic
capabilities available for future studies. In particular, a quadrapole mass spectrometer system has
been acquired and is presently operative. This instrumentation will be utilized to obtain
information on gas phase species present in the flame and is intended to better characterize the
particle inception and surface growth regions. Additionally, a spectroscopic absorption system has
also been assembled to provide wavelength extensive information on both soot particles and large
precursor species present in the flame.

High Pressure Diffusion Flame Studies
A series of laminar diffusion flames have been studied over a range of pressures between I

and 10 atm (.1 MPa to 1.0 MPa). The coannular diffusion flame burner and laser diagnostics for
soot particle measurements are similar to those used for atmospheric flame studies previously
reported [3,4]. The coannular burner has been mounted in a high pressure cell which ;'
extensively described elsewhere [5]. The studies undertaken involved laminar diffusi Imes
burning ethene (CH 4 ), ethane (C2H6) and a mixture of ethane and propene (CaH 6) in The
measured soot volume fraction is obtained from laser extinction measurements and is rep esented3 by [61:
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-fD f, dx - C(lm) In (Ilo) (1)

where fV is the local soot volume fraction, x lies along a laser path through the flame on a
diameter D, C.,m) is a constant which can be determined from Rayleigh light scattering theory
to be 1.05x10" for m=1.57-0.56 i at .=514.5nm [61, and finally I/I is the ratio of the transmitted
to incident laser power. This quantity is proportional to the total soot present at a particular axial
location in the flame. Figure I shows this quantity as a function of the non-dimensional axial
location for the ethene/air flames at a series of operating pressures. If the increase in the
maximum soot volume fraction at a particular operating pressure is related to that pressure
through a power law dependence, that is

(ft, dx) .aP (2)

then a fit to the data can be used to yield a value for n. Figure 2 shows the maximum soot volume
fractions as a function of the operating pressure along with the best fit value for n determined
from a linear least square procedure. For the ethene flame, the fuel flow rate was 3.9 cm 3/s and n
was found to be 1.05t.06 in good agreement with the results of Flower and Bowman who found
n=l.2±0.1. It should be noted that results shown in Figures 1 and 2 have taken into account the
slight burner diameter difference for the two studies. In the present study, the diameter was 1. I
cm where as Flower and Bowman employed a burner with a 1.27 cm diameter. Also shown on
Figure 2 are the results for an ethene/air diffusion flame where a copper (Cu) rather than a
stainless steel (SS) fuel tube was utilized. The results are very similar for both fuel tube materials.

Figure 2 also shows the results obtained for flames burning ethane or an ethane/propene
mixture. For these flames, the pressure could only be varied over a range of 1 to 3 atm (.1 to .3
MPa) before a buoyancy driven flame instability was observed. These buoyancy effects at
elevated pressure have recently been the subject of a collaborative investigation with workers at
the National Institute of Standards and Technology (NIST) and are discussed elsewhere [2]. An
analysis similar to that applied to the ethene flame studies yields pressure power dependences of
n=1.88±0.13 and n=1.62±0.24 for ethane fuel flow rates of 2.80 and 3.85 cms/s, respectively.
These higher values of the pressure power dependence appear to be related to fuel structure
effects, the direct nature of which remains to be understood. These observations of a fuel
structure dependence are consistent with previous studies [7].

As a further investigation of fuel molecular structure effects, a mixture of ethane (2.80
cm 3/s) and propene (0.7 cm 3/s) was studied and these results are also shown in Figure 2. In the
ethane/propene study, the total carbon atom fuel flow rate was maintained constant with respect
to the 3.85 cm 3/s ethane flame. For these conditions, the value of n is observed to be 1.16±0.10, a
value similar to that observed for the ethene studies. Thus, the present studies with an alkane
species appear to yield a higher pressure dependence than observed for either of the alkene
species.

Fuel Concentation Studies
Recently Axelbaum and Law [8] have examined the effects of fuel concentration and

temperature on soot formation in a co-flow flame environment. Based on the importance of these
results, a similar series of experiments have recently been undertaken in our laboratory. In these
studies, fuel concentration and temperature are varied by the addition of nitrogen or argon to the
fuel flow. Because of the difference in the heat capacity of these species, flames of identical
calculated temperature but different fuel concentrations can be achieved. In the present studies,
flames burning ethene and propane have been examined. The ethene flames have been studied for
a range of fuel flow rates and dilutions while a single fuel flow rate condition has been examined
for the propane flame (see Table 1).

In order to quantitatively determine the effect of variation in fuel concentration, the
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I integrated soot volume fraction, F,, was determined from the extinction measurements and is

expressed as

II FvD ('' (3)

where k is a constant and y is the axis perpendicular to the path of the laser beam. This
measurement provides a quantity proportional to the soot volume fraction at a particular height
integrated across the entire flame. In evaluating the effect of fuel concentration, the maximum
value of F,/k along the axial position was used. Values for F,/k are tabulated in Tables I and 2
along with the fuel species, fuel flow rate, fuel mole fraction and the calculated adiabatic flame5 temperature for each diluent condition for the flames studied.

In order to quantify the effect of fuel concentration on the amount of soot formed in the
flame, F,/k was taken to be proportional to XFb for each temperature condition studied. From
the observed .'fferences in F,/k for the nitrogen and argon dilution cases, a value for b could be
obtained. For the flames of highest dilution (flames 1-4), b was equal to or exceeded 1. As the
amount of dilution decreased (flames 5-10), b was observed to be 0.4 for the 4.9 cm 3/s fuel flow
cases and 0.8 for the 6.58 cm 3 /s fuel flow case. For the propane flame, b was also found to be 0.4.
No systematic variation in the value of b was evident with respect to fuel flow rate. These
observations in general reaffirm the earlier results of Axelbaum and Law with regard to the
importance of concentration [8]. However, the deviation of b from unity indicates that other
effects such as residence time or diffusion may also be important.

As an alternative approach to studying concentration effects, a 50% argon diluted propane or
ethene flame at two atmospheres operating pressure was investigated and compared to appropriate
undiluted flames at a pressure of one atmosphere. For these conditions, the initial molar fuel
concentrations are the same for the flames at each pressure. The results for these studies are
shown in Table 2. Clearly, the amount of soot formed increases in the two atmosphere flames
indicating that effects in addition to the fuel concentration are enhancing the formation of soot as
the operating pressure increases.

5 The above results are presently being fu. ther analyzed to assess the importance of residence
time and diffusion on the observed concentration effects. Of particular interest is the importance
of concentration versus temperature on the early particle inception region. This aspect of the3 study will likely require information on the gas phase species present in the flame.
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I
3 SUMMARY/OVERVIEW:

This is a part of a joint program between The Pennsylvania State University and AeroChem
(Principal Investigator: Dr. H. F. Calcote) in which the main objective is to compare the relative
importance of the free radical mechanism and the ionic mechanism of soot formation in flames.
The approach undertaken is that of experimenting with chemical kinetic models. As we have
continued working on the ionic mechanisms developed by AeroChem, the major
accomplishments during the last year were: (1) A complete revision of our neutral mechanism;
and (2) A detailed simulations, for the first time, of soot particle nucleation and growth in
several different laminar premixed flames, in which surface growth and oxidation are described
in terms of elementary chemical reactions of surface active sites. We were able, using a single
reaction mechanism, to simulate quantitatively PAH profiles and soot particle characteristics
determined experimentally in several different laminar premixed hydrocarbon flames. These
results are detailed below.

L TECHNICAL DISCUSSION

The computational model consists of three logical parts: (I) initial PAH formation, which
includes a detailed chemical kinetic description of acetylene pyrolysis and oxidation, formation
of the first aromatic ring, and its subsequent growth to a prescribed size; (II) planar PAH
growth, comprised of replicating-type growth of PAils beyond the prescribed size; and (III)
spherical particle formation and growth, consisting of coagulation of PAHs formed in part (11)
followed by the growth of the resulting particles by coagulation and surface reactions.

The reaction mechanism for pyrolysis and oxidation of small hydrocarbon molecules,
responsible for the main flame structures, and reactions describing the formation and growth of
PA-Is was composed of data taken primarily from several recent sources. 1 The formation and
growth of aromatics followed the basic reaction scheme of Frenklach and co-workers. 2 The
formation reactions of the first aromatic ring and its key reactions were assigned the rate
coefficients from the sources indicated below:

n--C4H 3 + C2H2 -+ phenyl Westmoreland eta]. 1989 (1)
n-C4H5 + C2H2 -- benzene + H Westmoreland etal. 1989 (2)

arylH + H -4 aryl* + H2 Kiefer et al. 1985 (3)
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aryl. + H -+ arylH Rao and Skinner 1988 (4)

aryl. + C2H2 - aryl-C2H + H Fahr and Stein 1989 (5)
aryl. + 02 -* products Lin and Lin 1987 (6)

The chemical reaction mechanism, comprised of a total of 337 reactions and 70 species, was
capable of predicting near-quantitatively the measured species profiles, I including those of
aromatics, for three premixed laminar flames whose conditions are summarized in the following
table:

Table 1. Flame conditions

No. Composition in Argon P (torr) Cold gas velocity (cm/s) Reference

1 46.5 % C2H2 - 48.5 % 02 20 50 MIT group 3

2 23.6 % C2H2 - 21.4 % 02 90 20 Bockhorn etal.4

3 16.5 % C2114 - 17.9 % 02 760 7.8 Harris etal.5

The Sandia burner code 6 was used for the flame modeling, simulating PAH formation and
growth up to coronene. The computed profiles of H, H2, C2H2, 02, OH, H20 and of a
prescribed-size PAH, A2, were then used as an input for the particle nucleation and growth
simulation. Accomplished with an in-house kinetic code, several simultaneously occurring
processes were modeled using a method of moments. 7 The first part of this model, nucleation,
describes the planar growth of PAHs via the H-abstraction/C2H2-addition reaction sequence
using the technique of chemical lumping. 7 This method provides a mathematically rigorous
description of the growth process to an infinite size PAH, which can be schematically
represented as

Al ,- A2+ 1 -4 A2+2-- -- A,, , (7)

where A2 represents an aromatic species containing . fused rings. The PAH species formed in
(7) are then allowed to coagulate, that is, all the Ai's (i = ., 2-+1,....eo) collide with each other
forming dimers; the dimers, in turn, collide with Ai forming trimers or with other dimers
forming tetramers; and so on. The coalescence reactions were treated as irreversible having
sticking coefficients of unity. As the focus of this work is on very young, small particles, it
was assumed that the coagulation dynamics is in the free-molecular regime.

Beginning with the dimers, the forming clusters were assumed to be "solid phase" and
allowed to add and lose mass by surface reactions

Csoot-H + H --- Csoote + H2  (8)

Cs-ot • + H 4 Csoot-H (9)
Csoote + C2H2 -- Csoot-H + H (10)

Csoot • + 02 -4 products (11)
Csoot-H + OH --* products, (12)

where Csoot-H represents an arm-chair site on the soot particle surface and Csoot• the
corresponding radical. This mechanism is adopted based on the postulate that the H-
abstraction/C 2H2-addition (HACA) reaction sequence 2 is responsible for high-temperature
growth of all forms of carbonaceous materials. Wieschnowsky et al.4 also suggested that the
HACA reactions "offer a key to the understanding of a number of phenomena" observed in their
flame study. The particle dynamics - the evolution of soot particles undergoing simultaneous
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I nucleation, coagulation and surface reactions described above - was modeled by a method of
moments.7 This method does not require the assumption of a particle size distribution function3 (PSDF). The closure of the differential equations for the PSDF moments is accomplished by
interpolation between the moments. The numerical integration of the moment equations took
from 20 to 50 s on an IBM 3090/600S main-frame computer.

The two figures on the next page demonstrate some of the computational results for two
flames: the graph on the left - flame 2 of Table 1, and the graph on the right - flame 3 of
Table 1. Shown in these figures are soot particle number density, N, specific surface area, S,
average soot particle diameter, d, and two scattering moments. It can be seen in these figures
that the model predictions are in relatively close agreement with experiment for the initial,
particle inception part of the flames. The reliability of our model is further supported by the
facts that the computed net surface growth rate is in close agreement with that determined by
Harris and Weiner (right-bottom) and that the predicted rate of soot oxidation by 02 agrees well
with the expression of Nagle and Strickland-Constable (left-bottom). Some of the modeling
results are: (1) The computed rate of nucleation is balanced by the rate of coagulation
throughout the particle inception zone, however, the nucleation Tate decays more slowly with
flame height than is usually deduced from experiment; (2) Particle inception is primarily
determined by PAH coagulation, initiated and controlled by PAH coalescence into dimers; (3)
While the average soot particle is computed to contain 103-105 carbon atoms, the corresponding
average PAIl size is only 20 to 50 carbon atoms. This indicates that the crystallites comprising
incipient soot particles should be on the order of 7 to 12 A; (4) The oxidation by OH and 02 is

quite insignificant in the post-flame zone; (5) The surface growth of soot mass is primarily
determined by two processes: acetylene addition via the HACA reaction sequence, and PAH
condensation on the particle surface. The relative contribution of each of these processes
appears to change with experimental conditions. Thus, while the acetylene addition dominates
surface growth in Flame 3, PAH condensation prevails in Flame 2. The main contribution of
the PAll condensation occurs at the early stages of PAH coagulation; (6) The model predicts the
classical structure of soot particles: a less dense particle core, composed of randomly oriented
PAH oligomers, and a more dense concentrically-arranged particle shell; (7) Surface processes
can be understood in terms of elementary chemical reactions of surface active sites. The3 number density of these sites is determined by the chemical environment.
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COMPUTER MODELING OF SOOT FORMATION5 COMPARING FREE RADICAL AND IONIC MECHANISMS

(AFOSR Contract No. F49620-88-C-0007)

Principal Investigator: H. F. Calcote

AeroChem Research Laboratories, Inc.
P.O. Box 12

Princeton, NJ 08542I

3 SUMMARY/OVERVIEW:

The main objective of a joint program between AeroChem and Penn State (Principal
Investigator: Michael Frenklach) and Robert Brown at Iowa State (subcontractor)
is to compare the relative importance of the free radical and ionic mechanisms
of soot formation in flames. A detailed ionic mechanism is being developed and
the necessary thermodynamic and reaction rate coefficients are being estimated
at AeroChem to be run on the computer programs of Frenklach and Brown. The
results should clarify the mechanism of soot formation in flames, account for the
source of ions in flames, and lead to a simple mechanism of soot formation that
can be incorporated into a more complex mechanism.

TECHNICAL DISCUSSION

I During the last year, we have: further refined the detailed mechanism,
especially the estimates of ion-molecule reactions; continued to improve the
thermodynamic data base for both neutrals and ions; developed a dominant reaction
pathway for ion-molecule reactions; interpreted the available neutral and ion
data for the standard acetylene/oxygen flame in terms of rates of formation and
destruction; and compared the reaction times required by the neutral and ionic3 mechanisms to add ten carbon atoms to a precursor species.

A limited number of computer runs, made by Frenklach, guided the development of
the dominant reaction pathway. His program has no direct means of handling the
non-Arrhenius temperature dependence of the ion-molecule reactions; he is
improvising around this and a means of handling the charge balance and
ion/electron diffusion. When these deficiencies are corrected we will test tne
ionic mechanism.

Brown is using a program he previously developed for ion formation in flames to
which he has made some modifications to handle our ionic mechanism of soot
formation. Ion/electron diffusion is incorporated into the program via the
Poisson equation. Tests in a methane/air flame at 2.67 kPa demonstrate the
importance of diffusion. His program also handles non-Arrhenius temperature
dependence and a set of reactant species concentrations can be used as input
data. Thus, the major neutral species can be calculated and the results used as
input to the ionic mechanism. When experimental data are available they can be
used. This eliminates the dependence of the ionic mechanism on the neutral
mechanism (this has been a problem), and it makes it possible to extend the model
to larger species by reducing the number of reactions and species required for5 a given computer run.
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The present dominant path for ion-molecule reactions (recombination reactions are
considered separately) is presented in Fig. 1. The first objective when computer
runs are possible will be to reduce this set of reactions. It has already been
reduced considerably by thermodynamic and concentration considerations. The
different combinations of C and H refer to specific isomers. Each reaction rate
coefficient was estimated at a series of temperatures by calculating the Langevin
rate coefficient in the reaction direction for negative free energy. Then, using
the equilibrium constant, the forward rate, i.e., toward increasing ion mass, was
calculated. This assured realistic rates of reaction but produced non-Arrhenius
temperature coefficients. The forward rates of ion-molecule reactions decrease
with increasing temperature - as does soot production in a premixed flame.

A simple analysis was carried out to compare the rate of formation of large
carbon species, which presumably lead to soot, by the neutral free radical
mechanism and by the ionic mechanism (H. F. Calcote and D.G. Keil, "The Role
of Ions in Soot Formatiun," Pure & Appl. Chem. 62, 815-824 (1990)). The number
of neutrals or ions equal to the maximum number density of soot particles
observed in the standard acetylene/oxygen flame were followed through a series
of growth steps. Experimentally measured concentrations of both neutral and
ionic species were used in the comparison. These experimental concentrations
were combined with the rate coefficients for the growth of that species to the
next larger species in the reaction sequence and a time was calculated for each
step. Concentrations are not known for the free radicals, so the concentration
for a radical was assumed equal to the concentration of the preceding stable
species. The mechanism and times to add 10 carbon atoms for the free radical
mechanism and 12 carbon atoms for the ionic mechanism are compared in Table I.

The total times required, considering forward times only, to add ten and twelve
carbon atoms respectively are: 130 As for the free radical mechanism and 18 As
for the ionic mechanism. The greater concentration of neutral species is
balanced by the greater reaction rate coefficients for ion-molecule reactions and
the fewer steps needed to add a specific number of carbon atoms to the growing
species for the ionic mechanism than for the free radical mechanism. Also of
importance is the fact that the concentration of neutral species falls rapidly
with increasing mass while the ion concentration does not. Because reverse
reactions are important, their times are also included in the table. They would
appear to be a greater complication for the free radical mechanism than for the
ionic reaction.

This analysis is no substitute for running a complete computer model, but it does
indicate that the ionic model is a strong competitor to the free radical model.

Dr. Robert J. Gill has worked closely with the principal investigator on this
program and his contribution is gratefully acknowledged.
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I

FREE RADICAL MECHANISM IONIC MECHANISM

Time, us Time, us
Forward Reverse Forward Reverse

C10H 8 H9 C11 +

I U H. -H 2  0.34 0.06 It C2 H2 -H 2  5.3 0.30

C10H7  C13H93 4 C2 H - H. 0.04 14 4 C4H 2  11 1,000

C 12H 8  H 11C 17+

3 4tH. -H 2  0.37 0.08 4 C2 H2 -H 2  1.3 160

C 12 H7, C19H11
+

I C2 H2 -H. 0.64 2.0 4 C2H - H2  0.65 200

C 14H 8 C 21 H11+

IT H. - H2  2.0 0.23

3 C14H7 • TOTAL FORWARD
It C2 H - H. 20 0.0003 TIME 18 #Is

m C16 H9.

1 0.0001 0.02

I C16H9.

I C2 H - H. 3.8 10,000

C18 H10

4 H. -H 2  37 40 TABLE I

H Comparison of the times
18 9 required to add ten

I C2 H - H. 70 170 carbon atoms by the free
radical and the ionic

C20Hi mechanisms

TOTAL FORWARD _

TIME 130 t.s
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FIGURE I DOMINANT ION-MOLECULE REACTION PATHWAY
Reactions are with C 2H 2unless noted otherwise. Numbers in brackets are

the reaction numbers. Other numbers are AG rxn at 1750 K.
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I SUMMARY/OVERVIEW

This research is concerned with the development and application of new
techniques for simplifying the complexity of chemical kinetic schemes arising

particularly in combustion systems. Advanceq techniques from sensitivity
analysis, formal system lumping and Lie Group theory are being adapted for

this purpose. The emphasis in this work is on the systematic aspects of model
reduction and lumping including the assessment of whether a given system may
be simplified successfully and the development of practical means for doing

* so.

TECHNICAL DISCUSSION:

3 Combustion phenomena inherently involve coupling of complex reactive and

transport processes. The common goal in many current investigations is to
develop comprehensive mathematical and computational models of combustion

processes in various environments. These models would be used to provide a
more fundamental understanding of combustion phenomena as well as allow for

reliable engineering design studies. Therefore, a requirement is that the
models be as complete and accurate as possible. This latter task will be an
ongoing, iterative effort, but already the level of complexity of realistic
models especially in higher spatial dimensions exceeds the capabilities of
current or even foreseen computers. The recognition of this problem has led
to the desire to lump or reduce the complexity of the models to a practical
level yet at the same time retain their essential physical characteristics.
Until recently, efforts along these lines have largely been based on the
introduction of steady-state approximations, equilibrium approximations or the
imposition of intuitively motivated empirical forms. These approaches have

proved to be of limited utility, or generality, and typically lack any3 systematic structure.

In the present context, the term "reduced" refers to a decrease in the
number of independent parameters (e.g., reaction rate constants) and the term

"lumped" refers to a decrease in the number of dependent variables (e.g.,
species concentrations). Because the process of lumping inherently involves

reductiou, the size (number of species and reactions) of a lumped mechanism3 is smaller than that of a reduced mechanism.

I tH.R. was partially supported through ONR Grant No. N00014-89-J-1939.

1 215



Mechanism reduction and lumping are important because they lead to
further understanding of the controlling chemical and physical processes and
to substantial savings in computational time. However, it is important to
recognize that savings in computational time of simplified mechanisms is also
coupled to numerical procedures. For example, further simplification of a
reduced model to a lumped model by application of steady-state and partial
equilibrium approximation does not always lead to a savings in computer time.
Although a reduction in species concentrations is obtained, no change in the
number of reaction rate constants is made. If the time consuming step of the
numerical procedure is function evaluations rather than integration, then no
gain is obtained with the lumped model. For example, we have shown recently,
using the premixed flame code from Sandia National Laboratories, the CH4/air
example provided in the code manual and the associated simplified model by
Peters et al.(Twenty-first Symposium on Combustion), that 97% of the
computational time is used for function evaluations and less than 3% is used
for Newton procedures including solution of linear algebraic systems. A
second important point of reduced and lumped models are the domains of their
validity. In particular, the methodology used to develop simplified models
can result in models valid for one trajectory through operating parameter
space or many.

Clearly, the problem of model simplification has many aspects, including
the fact that combustion phenomena can occur under a variety of conditions
each perhaps calling for an optimally distinct model. Three general
approaches have been considered here based on (1) the introduction of linear
projection lumping transformations, (2) application of advanced sensitivity
analysis tools to identify and suggest reduced models and (3), the development
of specialized Lie group techniques as a means to introduce fully nonlinear
systems techniques. In each of these procedures, computational efficiencies
are considered. Progress in these three areas is described below.

1. Lumping by Linear Transformation

A. A General Analysis of Approximate Lumping in Chemical Kinetics

A general analysis of approximate lumping based on linear transformations
has been developed. This analysis can be applied to any reaction system with
n species described by dy/dt - f(y), where y is an n-dimensional vector in a
desired region 0 and f(y) is an arbitrary n-dimensional function vector. Here
we have considered lumping by means of a rectangular constant matrix M (i.e.,

^ A A

y - My, where M is a row-full rank matrix and y has dimension n not larger
than n). The observer theory initiated by Luenberger was formally employed
to obtain the kinetic equations and discuss the properties of the
approximately lumped system. The approximately lumped kinetic equations have
the same form dy/dt - Mf(My) as that for the exactly lumped ones, but depend
on the choice of the generalized inverse M of M. The (1,2,3,4) inverse is a
good choice of the generalized inverse of M. The equations to determine the
approximate lumping matrices M has been developed. These equations can be
solved by iteration. An approach for choosing suitable initial iteration
values of the equations has been illustrated in several examples.

B. The Determination of Constrained Lumping Schemes for a Reaction System in
the Whole Composition Space
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I Two new approaches to the determination of constrained lumping schemes
have been developed. They are based on the property that the lumping schemes
validated in the whole composition Yn-space of y are only determined by the
invariance of the subspace spanned by the row vectors of lumping matrix M with
respect to the transpose of the Jacobian matrix jT(y) for the kinetic
equations. We have proved that when a part of a lumping matrix MG is given,
each row of the part of the lumping matrix to be determined MD is a certain
linear combinations of a set of eigenryectors ol a special symmetric matrix.

This symmetric matrix is related to M and A M , where A are the basis
G kG k

matrices of jT(y). It has been shown that the appropriate lumping matrices
containing MG with different row number n(n<n) and global minimum errors can
be determined by an optimization method. Using the concept of the minimal
invariant subspace of a constant matrix over a given subspace one can directly
obtain the lumpiag matrices containing M with different n. The accuracy of
these lumping matrices was shown to be satisfactory in several sample3 calculations.

C. Determination of Constrained Lumping Schemes for Nonisothermal First-£ order Reaction Systems

The direct approach to determining the constrained lumping schemes
summarized in paragraph B above has been applied to nonisothermal first-order
reaction systems. The constant basis matrices of the transpose of the
Jacobian matrix for the kinetic equations were replaced by a set of rate
constant matrices at different temperatures which properly cover the desired3 temperature region. This approach allows for the consideration of a
distribution of temperatures as well as directly incorporating an energy
balance equation. As an illustration, the technique was successfully applied

* on a model for petroleum cracking.

2. Insights Into Lumping and Model Reduction Through Advanced Sensitivity
Analysis Techniques

I A. A Combined Stability-Sensitivity Analysis of Weak and Strong Ignition/
Reaction of Hydrogen/Oxygen Mixtures: Implications of Global Reactions

* and Rates

Stability and sensitivity analysis were used to examine the ignition/
reaction characteristics of dilute hydrogen-oxygen mixtures. The analysis
confirms the existence of two distinct regions of ignition and fast reaction,
previously labeled "weak" and "strong" ignition, both of which are located in
the explosive pressure-temperature domain and separated by a region related to* the "extended" classical second limit. The stability analysis is based on an
eigenanalysis of the Green's function matrix of the governing kinetic
equations. The magnitudes of the largest (and system controlling) eigenvalue
allow the strengths (overall reaction rates) of the two processes to be

quantified, giving a clear definition to the terms "weak" and "strong". The
sensitivities of the largest eigenvalue to the reaction rate constants of the
mechanism pinpoint the elementary steps controlling the two ignition processes
and the subsequent reaction. The associated eigenvectors yield the direction
of change in species concentrations and temperature during the course of
reaction. The overall reactions are essentially global reactions of the5 mechanism. These vectors are found to be nearly constant during the induction
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period of both "weak" and "strong" ignition, thus producing constant overall
stoichiometric reactions. The subsequent reaction of major reactants
associated with "weak" ignition also has a constant overall reaction,
although, different from that for the induction period. However, the vector
describing the reaction of major reactants associated with "strong" ignition
is found never to be constant, but continuously changing.

B. The Effects of Thermal Coupling and Diffusion of the Mechanism of H2
Oxidation in Steady, Premixed Laminar Flames

The work considered the question of why steady premixed laminar flames
can be successfully described by highly reduced models, whereas the underlying
mechanism is inherently complex. The calculations were performed on H2 -air
systems. Sensitivity functions were evaluated and studied for diffusion-free
situations, both isothermal and adiabatic, as well as for steady premixed
flames. In the diffusion-free cases most reactions of a 38-step mechanism
were shown to be influential in a distinct fashion. The form of sensitivity
functions is, however, radically changed and rendered self-similar by
simultaneous thermal coupling and diffusion that introduce strong nonlinear
coupling among the variables. Due to self similarity, the mechanism can be
reduced to 15 reactions while keeping the temperature profile and the mass
fraction profiles of molecular species almost unchanged in flame calculations.
Furthermore, there exists an invariant subspace in the space of kinetic
parameters such that large parameter perturbations along any vector in this
subspace result in relatively small changes in the computed flame properties.
By giving mechanistic interpretation to such parameter perturbations, the
model can be simplified in many ways. In particular, a sequence of models was
constructed in a stoichiometric H2 -air flame problem that converge to a 9-step
reduced mechanism with quasi steady state assumptions in radicals except H,
thereby resulting in a two-step quasi-global model. All these approximations
are inappropriate without the presence of molecular and thermal diffusion.

3. Development of Lie Group Techniques for Combustion Model Simplification

This research concerns the utilization of Lie Group techniques to
investigate the simplification of kinetic equations. The approach is based on
the ability of Lie methods to directly establish functional relationships
determining the consequences of wide ranging variations in physical and
chemical variables. Two key results have been achieved thus far: (1) Lie
transformations can be established that preserve the global qualitative
characteristics of a kinetic system (i.e., phase space structure), and (2) the
methods can be applied to convert inherently nonlinear kinetic systems to
linearized forms for practical solution (this approach is at least regionally
global and quite distinct from traditional local linearization methods). The
techniques involved here can be viewed as being global sensitivity analysis or
a fully nonlinear generalization of the linear lumping matrix methods
mentioned in section 1 above.
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3 Simulation of Turbulent Combustion
AFOSR Contract No. AFOSR-ISSA-89-0025

U Principal Investigators:

Howard R. Baum
Ronald G. Rehm

National Institute of Standards and Technology3 Gaithersburg, Maryland 20899

I
SUMMARY/OVERVIEW:
A mathematical model of diffusion-controlled combustion in a turbulent
flow dominated by large-scale eddy motion and including realistic hydro-
carbon chemistry within a laminar flamelet model is described. This model
significantly extends the research on diffusion-controlled combustion in a
turbulent flow carried out previously by NIST for AFOSR and is consistent
with a large-scale three-dimensional, time-dependent fir-driven flow simu-
lation developed independently by NIST. The extensions involve finite-rate
chemistry, the effects of realistic hydrocarbon chemistry within a lsaina
flamelet model and the effects of heat release upon the combustion model
previously developed.

TECHNICAL DISCUSSION
The theoretical study of turbulent combustion including hydrocarbon chem-
istry has become a very active area of research in recent years. The problem
is formidable because combustion is fundamentally transient, nonlinear,
multidimensional and involves length and time scales which range over sev-5eral orders of magnitude. It is extremely important in applications such
as internal combustion engines, gas turbines, furnaces, and unwanted room
fires.

Prediction of heat release and species transformation is the central issuein combustion science. Since the chief technical difficulty to making suchpredictions is the fact that the phenomcna of interest are strongly coupled

2
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over a range of five orders of magnitude in length and time, the processes
have been analyzed in the present research program in three co-existing
frames of reference Each reference frame is a natural coordinate system
for calculation of one or more processes at a given scale. Moreover, the
solutions obtained in each coordinate system provide the information nec-
essary to generate the coordinate system needed to describe the phenomena
at the next smaller scale. At the largest scales the fluid Hlow is essentially
nondissipative and is related to the geometry defining the flow configur&-
tion and global mixing and the fuel and oxidizer distributions. Combustion
takes place on the intermediate scales associated with the difusion of fuel
and oxidizer into each other; it "rides on" the geometrical scale flow field
and establishes the local environment which determines the rate at which
the reactants disappear and heat is released. Finally, the smallest scales are
determined by the details of the hydrocarbon chemistry; these scales are
associated with species and temperature profiles in the chemical reaction
zone.

The combustion process resolved on the scale of an individual fuel par-
cel has been the emphasis of the research efforts this year. The solution
to the two-dimensional problem formulated by Marble has been completed,
and has appeared in Combustion Science and Technology, 66, 4-6, p. 293
(1989). Research has also continued to determine the effects of heat release
on the local velocity field. An "idealized" single step irreversible reaction
model and a model treating the effects of real chemistry within the lami-
nar flazelet approximation have been considered. The convection-difusion
equation for the mixture fraction and the mass conservation equation are
analyzed using the experimental observation that specific volume is a. piece-
wise linear function of mixture fraction. A Cole-Hopf transformation is
used to reduce this equation to an incompressible form in terms of a new
"pseudo mixture fraction" which can be related to all scalar properties us-
ing measured or idealized state relationships. Seven different fuels have
been studied to determine these "state relationships". Sample results for
two fuels, C2H2 and CH4 are shown in the appended figure. Here the spe-
cific volume is shown as a function of the mixture fraction for each fuel
for two values of the radiative heat loss fraction XR. For all fuels, these
relationships can be closely approximated by four straight line segments.
A manuscript describing this work has been accepted for presentation at
the Twenty Third International Symposium on Combustion, University of
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Orlea=, France, July 22-27, 1990.
Finally, an extension to the two-dimensional Marble problem which ac-

counts for inite rate chemistry has been investigated, and a manuscrpt
describing this work is under preparation. A brief description of this work

folows. A two-dimensional model of a constant-density diffusion-controlled
reaction with finite reaction-rate chemistry occurring between unmixed
species initially occupying adjacent half-spaces has been formulated and
analyzed. The chemical reaction term has been taken to be appropriate for
an isothermal, bimolecular reaction for simplicity. An axisymmetric viscous
vortex field satisying the Navier-Stokes equations winds up the interface
between the species as they diffuse together and react. The vortex is of the
same form as that originally proposed by Marble. The diffusion rates for the
two species are assumed constant and equal so that a mixture fraction or
Schvab-Zeldovich dependent variable can be used. The resulting equation
for the mixture fraction is linear and can be solved by noting that a La-
grangian coordinate system removes the convection and that the equation
permits a global similarity solution. In a previous paper (the CST paper),
the authors solved the mixture-fraction problem assuming a flame-sheet
approximation both asymptotically for large Schmidt numbers and numer-
ically. In the current work, the problem is solved when the reaction rate is
finite. The solution for the mixture fraction is used to eliminate one of the
species in the complete convection, diffusion, reaction problem for the two
species, fuel and oxidizec. The single resulting nonlinear problem is also
analyzed in a Lagrangian coordinate system. An additional transforma-
tion of independent variables to time, similarity variable and the distance
normsal to the interface between the fuel and oxidizer in Lagrangian coordi-
nates is then made. This change results in a linear equation for the mixture
fraction and a nonlinear equation for one of the species concentrations. In
the limit of large Schmidt numbers, a simple expression for the mixture
fraction (not found before) can be obtained and the nonlinear equation for
the species concentration can also be substantially simplified. Asymptotic

I and numerical results show the competing influences of reaction, diffusion
and convection on species consumption.
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A STUDY OF MIXING AND COMBUSTION IN SUPERSONIC FLOWS

(AFOSR Contract No. 90-0151)

Principal Investigators: C. T. Bowman, R. K. Hanson, M. G. Mungal, and W. C. ReynoldsB
Department of Mechanical Engineering

Stanford University
Stanford, CA 94305-3032

I
SUMMARY/OVERVIEW:
An experimental and computational investigation of supersonic combustion flows is being con-
ducted to gain a more fundamental understanding of mixing and chemical reaction in supersonic
flows. The research effort comprises three interrelated elements: (1) an experimental study of
mixing and combustion in a supersonic mixing layer, (2) development of laser-induced fluores-cence techniques for time-resolved, two-dimensional imaging of species concentration, temper-ature and velocity; and (3) numerical simulations of compressible reacting flows.

3 TECHNICAL DISCUSSION:

Experiments on Mixing and Reaction in Supersonic Flow

Experimental investigations of supersonic mixing continued during the past year. Our facility,
described in Ref. 1, consists of a high-speed stream of Mach number 2.2 to 1.5 and a low-speed
stream of Mach number 0.5. Presently, both streams are unheated air. Convective Mach num-
bers range from 0.3 to 0.8. In order to visualize the flowfield in detail, without the limitations of
spatial integration as is common in Toepler schlieren techniques, we have developed an alcohol
visualization technique that allows the easy use of planar laser Mie scattering. Reference 2 pro-
vides a detailed account of the technique and only a brief summary is provided here. In this
approach, finely atomized alcohol is injected well upstream of either the high-speed settling
chamber or low-speed settling chamber and fully vaporizes before reaching the test section.
High-speed seeding causes the condensation of a fine mist of particles which uniformly mark the
high-speed stream and are then diluted by mixing with the low-speed stream. Low-speed seeding
causes the fine mist to appear where the low-speed fluid mixes with the cold high-speed fluid,
and so marks only the mixed fluid regions. In analogy with combustion studies these two
approaches are referred to as the "passive scalar" and "product formation" modes, respectively.

Figure 1, using the "product formation" approach, summarizes one of our main findings to date.
This photo shows side and plan view planar cuts of the layer at low convective Mach number and
at a higher convective Mach number. The low convective Mach number case, representing low
compressibility, reveals the classic Brown-Roshko structure consisting of generally two-
dimensional roller structures, which span the test section, with a thin interconnecting braid region.
This is to be contrasted with the higher compressibility case where the two-dimensional structures
are not evident and the flow appears considerably more three-dimensional. Further details about
these changes to the flow can be found in Ref. 3.

In addition, we have begun the final facility preparations that will allow combustion studies to
begin this summer. Reacting experiments will be interpreted on the basis of our findings in the
non-reacting case. Finally, in addition to the experimental work, we have developed a simplifiedflow model for a reacting supersonic mixing layer with full chemistry. This model, Ref. 4, whichis based on the Broadwell-Breidenthal-Mungal model for incompressible layers, is being used tou determine the range of experimental conditions to be employed in the reacting flow experiments.
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Figure 1. Side and plan views of compressible mixing layer.
Left images M, = 0.3, right images M, = 0.6.

Development of Supersonic Flow Diagnostics

This research is aimed at establishing Planar Laser-Induced Fluorescence (PLIF) techniques for
imaging in supersonic flowfields. Successful techniques will subsequently be applied in the
supersonic mixing layer facility. Work during the past year has been in four areas: (1) supersonic
flow facility development; (2) shock wave imaging; (3) temperature imaging; and (4) imaging in
the supersonic mixing layer rig.

In order to provide useful test environments for investigating new PLIF imaging concepts, we
have built several new flow facilities. During the past year, progress was made with three such
facilities: (1) a 75 kW RF plasma-heated supersonic tunnel which can provide stagnation condi-
tions of up to 4 atm and 5000 K (equilibrium temperature) in air; (2) a pressure-driven shock tube
and tunnel which provides a wide range of flow conditions for a short duration: and (3) a small
gas-fired rocket motor intended to provide a steady supersonic flow of combustion products. All
three facilities are now operational, although refinements are needed in both the shock tunnel and
rocket motor to meet all our research needs.

We have made good progress in solving the experimental problems associated with PLIF imaging
in pulsed flow facilities with shock waves present. Work during the past year has emphasized
imaging of NO using a tunable narrow-bandwidth ArF laser (193 nm). Spectroscopic codes were
assembled which allow identification and selection of optimum molecular transitions, and these
codes have been verified in controlled laboraory experiments. The ability to probe different
transitions, particularly different vibrational levels, is critical to applications of PLIF in flows
with vibrational noneouilibrium. The measurement strategy developed allows inference of
vibrational temperature through ratios of PLIF signals for excitation from v = I and v = 0. Good
agreement has been found between measured and computed vibrational temperatures for simple
flows behind normal incident shocks; see Ref. 5. Current work is aimed at flows with 2- or 3-d
characteristics, such as shown in Fig. 2, which are more difficult to calculate.
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I Figure 2. Single-shot PLIF images of NO in a shock tube.

i In view of the importance of temperature as a variable in supersonic flows, we have explored
temperature imaging strategies in both cold and hot flows. Using an underexpanded supersonic
jet of N 2 seeded with a low level of NO, we have studied PLIF strategies for temperature based
on both single and multiple laser wavelengths. When the mole fraction of the tracer is known,

I and the fluorescence signal is quenching dominated, single-shot PLIF imaging of temperature
was found to work very well; see Ref. 6. In combustion flows, however, the preferred strategy is
to utilize two separate laser wavelengths (probing two separate states) yielding two PLIF images

I whose ratio can be used for temperature. Measurements of this type are in progress in both sub-
sonic and supersonic combustion flows (for two species: NO and OH).

i During this past year, we made our first attempt to perform PLIF imaging in the supersonic
mixing layer facility. Owing to limitations of the windows available, the measured species was 1,
(seeded into the low-speed stream). Problems associated with beaming the tunable dye laser from
one lab to another were overcome, and the entire process of laser excitation, image data

I collection, data storage, and processing of PLIF data was successfully demonstrated. Window
modifications needed to permit similar measurements with NO and OH are now in progress.
Stability and Numerical Simulation

This phase of the program is intended to provide fundamental understanding of reacting super-
sonic mixing layers and insight into their modeling from a combination of linear stability analyses3and direct numerical simulation.
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Our previous stability work showed that oblique waves dominate the flow for convective Mach
number, MC = 0.6. Analysis of a reacting compressible mixing layer has recently shown that heat
release (with infinitely fast reaction rates) postpones the onset of dominance of oblique waves, in
some cases to MC = 2.0. New modes occur with heat release, and the physics can be easily
understood in terms of the mean vorticity-density profiles in the flow.

Numerical simulations of the non-linear development with finite reaction rates is now being
formulated. This work will draw heavily on related work in our laboratory supported by the
NASA/Stanford Center for Turbulence Research.

Direct numerical simulations of homogeneous compressible turbulence subjected to mean shear
have been completed. These are intended for use in developing models for the fine-scale turbu-
lence in inhomogeneous flows, for example for Large Eddy Simulations. The simulations have
revealed a number of interesting features. In particular, the flow appears to develop an RMS
fluctuation Mach number of about 0.4, irrespective of the initial conditions, and a ratio of the
dilitation dissipation to the solenoidal dissipation of about 10%. These numbers are in good
agreement with recent models for compressible turbulence suggested by Zeman at CTR and
Sarkar at NASA/Langley. New ideas for modeling other parameters have been suggested by the
simulations and are being explored.
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5 Cambridge, CB2 1PZ.

3Summary/Overview
3 The objective of this research is to improve understanding of turbulent combus-

tion in high speed flows. In a related program Libby and Williams [1] show that

3supersonic combustion of nonprernixed hydrogen and air under conditions of applied

interest will typically occur in the reaction-sheet regime. The aim of the present

3 research is to develop simple theoretical models of turbulent combustion which are

applicable to this combustion regime. The results may help to enhance capabilities

3 of reasonable computations of high-speed turbulent reacting flows.

3 Technical Discussion

3 The present research forms part of a collaborative program with Professors P.

A. Libby and F. A. Williams of the University of California, San Diego.I
Much progress has been made during the past decade in identifying processes

3 which control the rate of burning in low Mach number turbulent flames. It is known

that, at the high Darnk6hler numbers typical of practical systems, incomplete tur-

bulent mixing leads to large fluctuations in scalar variables, and to conditions con-

sistent with the reaction-sheet burning regime rather than the distributed-reaction

5regime. Laminar flamelet models [2, 3] then previde an appropriate description of

mean burning rates while models based upon an assumed distributed-reaction flame
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structure can lead to large errors. Another consequence of fluctuations in scalar vari-

ables is an additional transport mechanism [41, due to interactions between density

fluctuations and pressure gradients, which can lead to counter-gradient turbulent

transport.

Studies [1, 5, 6] of nonpremixed hydrogen-air combustion, for flight between al-

titudes of 20 and 70 km at Mach numbers from 1 to 25, with a combustion Mach

number of one third of the flight Mach number, indicate conditions consistent with

the reaction-sheet burning regime. Phenomena similar to those discussed above are

therefore possible in high speed combustion.

The objective of the present research is to develop a theoretical model of non-

premixed turbulent combustion, in high speed flows, for application to the reaction-

sheet burning regime.

Work currently in progress aims to extend conventional second-moment (Reynolds

stress), presumed pdf closure methods for application to high speed flows. A variety

of alternative simplifying assumption3 are being explored. It is anticipated that,

before the end of the first year of the grant, an initial model of a two-dimensional,

high speed, turbulent, reacting shear layer will have been developed. This model

will be used to assess differences between reaction-sheet and distributed-reaction

heat release rates and also non-gradient transport processes.
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3 TURBULENT MIXING IN EXPONENTIAL TRANSVERSE JETS

(AFOSR Grant NO. 87-0366)

Principal Investigator: R.E. Breidenthal

I Aeronautics and Astronautics
University of Washington3 Seattle, WA 98195

SUMMARY/OVERVIEW:

Turbulent vortices are known to be controllable under external forcing in some cases. In this
study we pursue the hypothesis that under exponential forcing, the entrainment and mixing rate of
vortices can be influenced. A new, self-similar flow is sought, where the e-folding time scale of
the acceleration controls the vortex rotation rate rather than the Lagrangian age of the vortex.
Chemically reacting flow visualization in water reveals the structure of the vortices and the flame
length in a transverse jet. The results indicate that this forcing can have a dramatic effect on the
mixing rate, even in the far field, long after the acceleration is over.

TECHNICAL DISCUSSION:

All unforced free turbulent shear flows have large scale vortices which rotate once in a time
interval about equal to their Lagrangian age. This follows since there are no other time scales
available. Such vortices therefore rotate more slowly as they age. Irrotational fluid entrained and
mixed into the vortices dilute their vorticity. Fluid with the opposite sign of vorticity also is
entrained.

Under appropriate forcing, the rotation rate of the vortices need not decline with time.
Sinusoidal forcing of the plane shear layer induces spectacular changes, where for a time the
vortices do not grow (Oster and Wygnanski, 1982). Both the mass and momentum mixing rates
vanish (Roberts, 1985). Does this always occur any time the forcing imposes a well-defined time
scale on the flow, so that the vortex rotation rate does not decay?

In these experiments, a well-defined time scale is imposed using an exponential acceleration
function on a transverse jet. The configuration is sketched in figure 1. A streamwise array of up
to ten nozzles of exponentially increasing width inject one fluid into a crossflow of another fluid
flowing in a water tunnel. The injection speed increased exponentially along the nozzle array, so
that the ratio of the local nozzle width dj to the local injection speed Vj was a constant time,

' j - = -i

This is compared with the time Te it takes for the crossflow to convect at speed U. one e-.,olding
distance xe along the nozzle length,

e-
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The ratio of these two times

a dS U.-

is an acceleration parameter indicating how many revolutions a vortex makes before the forcing
increases the nozzle width and velocity by a factor of e.

Results for vortex growth are shown in figure 2 for several different conditions and nozzle
configurations. The size of the longitudinal vortex normalized by the vortex separation is plotted
as a function of the acceleration parameter a. As at increases, the vortices are reduced in size by
about a factor of three in diameter or a factor of ten in cross sec*kc. 'il area. If all the mixed fluid
resided within this vortex pair, the amount of mass mixing would be expected to be proportional to
the vortex area. Acceleration strongly inhibits vortex growth.

The flame length of the exponential transverse jet is shown in figure 3. A standard acid-base
reaction with disodium fluorescein was used. Here the flame length xf, normalized by the e-
folding length of the nozzle, is plotted as a function of at for several different values of the
reaction equivalence ratio . For each value of , the flame length is a maximum near a = 1.
Therefore, xf is independent of U.Vj at its maximum. At large a, xf appears to weakly
depend on a, declining slowly with increasing a.

In contrast, the flame length of a conventional transverse jet is shown in figure 4. As the
velocity ratio UOO/VJ is increased, the flame length increases monotonically. This is expected in
light of simple dilution arguments given by Broadwell and Breidenthal (1984).

The non-monotonic behavior of the exponential Jet in figure 3 suggests that the manner of
injection can have a strong far-field effect on the mixing and that something significant occurs
when (x a 1.

The physical mechanism for this peculiar behavior is not yet clear. At large a, the
acceleration inhibits the mixing in the near field, as shown in figure 2. At the same time,
acceleration enhances the mixing in the far field, yielding a flame length which is nearly
independent of U,. The isolation of the mixing rate from longitudinal pressure waves and their
associated changes in velocity ratio U ,Vj may be desirable in certain combustion applications,
where the inhibition of near field and control of far field mixing would inhibit combustion
instabilities.
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I
INTRODUCTION AND PRIOR RESULTS

This is an experimental and modeling study of turbulence-chemistry interactions in gaseous flames under condi-
tions approaching blowoff. It builds on prior work on CO/H 2 jet flames under less severely strained conditions
11,2]. In the previous reporting period, we investigated a non-premixed turbulent jet flame, composed
volumetrically of a 40% CO/10% H2 /50% N2 mixture, in co-flowing air 13,41. The flame was stabilized by a
co-annular premixed pilot flame. Pointwise measurements of (i) temperature, mole fractions of major species,
and mixture fraction , by spontaneous Raman spectroscopy and (ii) velocity, by laser velocimetry, showed
significant temperature decrements due to finite-rate chemistry effects but no evidence of localized extinction.
A computational model for a jet flame under such conditions was developed. Combustion chemistry was
represented by two-body shuffle reactions and three-body recombination reactions. The scalar dissipation rate
field was examined for a critical value below which the two-body reactions were assumed to be in partial equili-
brium and above which they were assumed to be frozen and the gas therefore unburned. The kinetics of the
recombination reactions were activated for the former fraction of the gas. This approach was been imple-
mented in a shear-layer finite-volume averaged Navier-Stokes model with k-e/assumed shape probability den-
sity function (pdf) sub-models for turbulence.

It was concluded that local strair-induced extinction is not seen in the above CO/H 2 -air flames, despite its rela-
tively low critical strain of 950 s in a Tsuji burner. This is because the reaction zones, centered on -_0.43, arc
too broad to interact with the straining scales [5,6]. H2 and CH 4 flames have much narrower reaction zones,
and CH 4 flames do indeed show localized extinction. Alkyl consumption of radicals may, however, provide a
chemical (non-aerodynamic) explanation for extinction in the methane case [6]. Finally, higher strain rates
were not attainable with pilot-flame stabilization, suggesting a need for bluff-body stabilization.

Work in the last year has proceeded from this background.

5 PROGRESS IN THE PAST YEAR. I: MODELING

Should turbulent flames be viewed as ensembles of strained laminar "flamelets" 15] or as broader "distributed
zones" [6] of reacting species? The answer is not unique even in a given flame. To illustrate the range of
interactions, chemical and fluid-mechanical scales have been compared for two types of air-breathing combus-
tors. Diffusion flames have no intrinsic length scale, so time scales are used to compare mixing and chemistry.
The physical picture to bear in mind is whether, at an interface between dissimilar reactants, turbulent straining
occurs rapidly or slowly relative to the rates of important reactions.

Selected characteristic kinetic times were obtained from stirred reactor calculations, under conditions of (i) 0.1
atm H -air combustion, 1 ms residence time, H2 at 1100K, air at 800 K, equivalence ratio 4 = 0.8, and (ii) 10
atm. C?14 -air combustion, 10 ms residence time, CH at 300K, air at 610 K, and = 0.7, a stoichiometry
representative of low-NO, "head-end" conditions. The two cases approximate a hypothetical supersonic
combustion ramjet ("scramjet") in the mid-Mach number range (10-15) and a methane-fueled gas turbine
combustor, respectively, closely enough for the present purpose of extracting kinetic time scales.

The kinetic scheme, adopted from Reference 7, contains 25 species and 100 reactions for methane oxidation
excluding C2 -chemistry. The "thermal" and "prompt" (alkyl species-plus-nitrogen) NO x mechanisms are also
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included because pollutant chemistry introduces additional time scales. Concentrations, density and tempera-
ture from each of the stirred reactor solutions were used to estimate characteristic times of the ten reactions
selected in Table I. Characteristic chemical time scales are estimated as c 1./(kfX]) where kf is the reaction
rate and [X] is the concentration of the more abundant reactant, with an additional concentration factor for
three-body reactions. Time scales for selected reactions are shown in Table I.

Turbulence scales are estimated as follows. The integral time scale is given by r I =Ai/u' where u' is the r.m.s.
velociy fluctuation and A, is the integral length-scale. From kinematic viscosity v and the dissipation rate
C= u' /A , the Kolmogorov time scale K follows as r = (V,/e) . The relevance of the Kolmogorov time scale
is worth attention. rK characterizes the intense turblent straining associated with the smallest scales. Since
the pdf for scalar diss, n is log-normally distributed, this (TK) process is highly intermittent and is experi-
enced by only a small t of the flow at any given instant.

These estimates are allied to the two cases described above, with the following assumptions: (i) in the super-
sonic combustor, the mean axial velocity <u> = 3000 m/s, u' = 300 m/s, A = 0.002 m.; the latter follows
from PLIF (planar laser-induced fluorescence) flow visualization of the miing of jets injected behind a
realistically-sized step into a supersonic crossflow [8] and (ii) the mean velocity <u> = 100 m/s, u' = 10 m/s,
Al = 0.005 m., being typical conditions in a turbine combustor. Turbulence time scales are shown in Table II.

Numerical values in Tables I and II may be used to compute the turbulent Damkohler numbers /r and
SK/rc, the latter also being an inverse Karlovitz number, and so to compare the turbulence and chemici scales:

(i) Scramjet: Due to the long chemical time scales (caused by the low static pressures), the reactions are slow
relative to both the integral and Kolmogorov scales. The exceptions are the two-body oxyhydrogen reactions
which are comparable to the integral scale. The recombination reaction time scales are comparable to the
residence time, which is why there is a combustion efficiency issue in such devices. The ordering of time scales
implies that partial equilibrium in the radical pool can be a useful simplifying assumption. In any event, it is
unlikely that the flamelet model would be applicable. Flame broadening by finite-rate chemistry would destroy
the laminar flamelet topology.

(ii) Turbine combustor: Here the oxyhydrogen huffle reactions are fast compared with the turbulence, except
for 0 + H2 , which is comparable to the Kolmogorov scale. Due to the higher density, the recombination reac-
tions have sped up and are in between the two turbulence scales. The thermal NO and CH + N reactions
are slow relative to both turbulence scales, but CH + N2 is fast. Time scales for the CH4 + A an-the CO +
OH reactions are comparable to the integral and Kolmogorov scales, respectively.

It is apparent that while some combustion reactions fall in the flamelet regime and some in the distributed
regime, many important reactions fall in between. Turbulence-chemistry interactions occur in a greater variety
of modes than accounted for by modern combustion theory. The simultaneous prediction of kinetically sensi-
tive phenomena such as pollutants, flame stability and combustion effici'ncy, will require a new approach.

PROGRESS IN THE PAST YEAR. 1: EXPERIMENTS

Since the turbulence in a pilot-stabilized non-premixed turbulent CO/H 2 jet flame was not intense enough to
cause local extinction, axisymmetric bluff-body stabilization has been experimented with in the past year. Typi-
cal conditions and a schematic of the burner in the tunnel are shown in Figure 1. The joint Rayleigh-Raman
diagnostic system is similar to that described previously 14]. A flashlamp-pumped dye laser, which provides
pulses of - U in - 2 ps within a (32 nm bandpass at 488.0 nm at 1 Hz, is used to excite the scattering processes.
Light from the 0.2 x 0.2 x 0.6 mm scattering volume is collected by two lenses, separated in frequency by a 3/4
m polychromator and detected by eight photomultiplier tubes. Laser velocimetry is being used to measure the
axial velocity. Raman data have been taken at x/d. = 1, 5, 10, 20, 40 and along the centerline for the 70%
H2 / 30% N2 flame. A typical scattergram of data rom all radial locations at x/d. = 5 is shown in Figure 2.
Figure 3 presents the radial profile of the conventionally-averaged mean templ'ture at x/d. = 5 CH
flames will be measured next; required modifications to the Raman system are under way. S~ttergrams 0
temperature versus mixture fraction, as well as other data, will be analyzed for turbulence-chemistry interac-
tions. This will guide the formulation of new models.
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Table I: Characteristic Time Scales of Selected Reactions in Two Combustors.

l 0.1 atm 10 atm
Reactions H2 scramjet CH4 combustorI(r c, S.) (rts.)

1. H + 02 = OH + 0 3.49 x 10- 5  1.67 x 10- 7

I 2. 0 + H2 = OH + H 2.64 x 10 -5 1.81 x 10 5

3. H + OH + M = H2 0 + M 1.59x 103  7.20x 10 5

4. N2 + 0 = NO + N 9.45 x 10 3.92x 102

3 5. CH 4 + M = CH 3 + H +M - 4.68x10 -4

6. CH 4 + OH = CH 3 + H2 0 2.48 x 10 7

3 7. CH 3 + OH = CH2 + H20 - 1.85 x 10-6

8. CO + OH= CO2 + H 2.22x 10 5

9. CH + N2 =HCN + N 3.43 x 10-6

3 10. CH 2 + N2 =HCN + NH 0.20
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Table II: Characteristic Turbulence Time Scales.

u" (m/s) AI (I) ri (s) C (m 2/s 3 ) rK (s)

Scramjet combustor 300 0.002 6.67 x 10-6  1.35 x 1010 6.01 x 10' 7

Turbine combustor 10 0.005 5.0 x 10' 4  2.0 x 105 1.81 x 10' 5

15 m~~m jet2 "

Figure 1. Schematic of bluff body cornbustor in tunnel (not to scale).
Raman data at x/djet - 1, 5, 10, 20, 40 and along centerline.
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* Summary/Overview

The objective of this research is to experimentally study the fine scale structure within which the
actual molecular mixing occurs in turbulent shear flows. Measurements of the local instantaneous molec-
ular mixing rate field in turbulent flows have in the past been difficult to obtain due in part to (i) the neces-
sity of resolving the finest molecular diffusion scales in the flow, and (ii) the need for simultaneously de-
termining all three components of the scalar gradient field. Here we experimentally acquire fully resolved
three- and four-dimensional laser induced fluorescence imaging measurements of the conserved scalar
field (x,t), with spatial and temporal resolution reaching the iocal strain-limited molecular diffusion scale
of the flow, from which the corresponding molecular mixing rate field (ReSc)-'VI.V(x,t) can be deter-
mined. The resulting data volumes are numerically analyzed to directly determine details of the underly-
ing fine scale structure associated with the molecular mixing process. A further element of this research
relates this fine structure to the chemical reaction and local extinction processes in turbulent reacting
flows. The combined results are aimed at developing a physically correct understanding for the fine scale
structure of the molecular mixing and chemical reaction processes in turbulent reacting flows.

Technical Discussion

SAn understanding of the processes by which molecular mixing and chemical reactions occur in
turbulent shear flows is central to the development of techniques for enhancing the rates of mixing and
combustion in advanced airbreathing propulsion systems, and to the development of new theoretical and
computational methods for assessing the complex phenomena at work in turbulent reacting flows. When
the molecular mixing process is formulated in terms of a conserved scalar field (x,t), the associated
scalar energy dissipation rate per unit mass (ReSc)1 V .V (x,t) gives the local instantaneous rate of3molecular mixing throughout the flow. Here we experimentally obtain this molecular mixing rate field by
measuring the conserved scalar field with sufficiently high resolution and signal quality to allow direct
differentiation of the data to determine the scalar gradient field V (x,t) and the corresponding scalar dissi -
pation rate field.

The experimental technique builds on our earlier work1-3 in obtaining fully resolved three-dimen-
sional spatio-temporal data volumes of the Sc o I scalar field in turbulent flows. In these earlier results,
the molecular mixing rate was determined from the in-plane projection of the true scalar gradient vector
field. The assumption of isotropy could then be combined with such measurements to reconstruct various
statistical measures of the three-dimensional scalar gradient field 2A The present study, however, involves
fully four-dimensional measurements from which the true scalar gradient field and its temporal evolution
can be directly determined to yield previously unobtainable details of the fine structure of mixing.
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During the past year, the diagnostic technique has been developed for experimentally obtaining
fully-resolved four-dimensional measurements of the conserved scalar field based on direct imaging of
laser induced fluorescence in turbulent shear flows, and a first set of measurements has been obtained.
As shown in Figure 1, each such four-dimensional spatio-temporal data space consists of a temporal suc-
cession of up to 256 three-dimensional spatial data volumes, each comprised of a succession of up to 256
two-dimensional spatial data planes, each of which consists of 256 x 256 individual data points. The ex-
periment is designed so that the spatial separations Ax t and Ax 2 between adjacent pixels within each spa-
tial data plane are considerably smaller than the local strain-limited molecular diffusion scale 5- 8 of the
scalar field. Though the laser beam thickness is generally larger than the spatial separation Ax 3 between
successive parallel data planes, the resulting overlap between adjacent spatial planes allows a deconvolu-
tion, as shown in Figure 2, to yield an effective x3-resolution controlled by the sweep separation Ax3
which also resolves the local molecular diffusion scale of the flow. Similarly, the temporal separation be-
tween successive spatial data planes, At, and between successive spatial data volumes, AT, are smaller
than the local strain-limited diffusion scale passage time. These resolution requirements place an upper
limit on the Reynolds number (typically around 6,000) at which such fully-resolved four-dimensional
measurements can currently be obtained. The resulting conserved scalar data are then simultaneously dif-
ferentiable in all three spatial dimensions and in time, allowing detailed numerical analyses of the molecu-
lar mixing process.

As Figure 3 indicates, in order to meet these resolution requirements the present measurements are
obtained in the fully-developed self-similar far field (x/d* = 230) of an axisymmetric non-coflowing tur-
bulent jet at Reynolds numbers based on 8 and u, denoting the length and velocity scales characterizing
the shear at that stage in the flow, ranging from 3,000 - 6,000. However, because as indicated the region
in the flow which these measurements span is much smaller than the local flow width 8 (typically 1/208),
when scaled by the local outer variables 5(x), u(x) and (x) of the flow, the molecular mixing process
within this four-dimensional data space should be largely generic to mixing in turbulent shear flows in
general, and not just specific to this one particular flow. Results obtained to date support this conjecture.

Briefly, the diagnostic technique 9 is based on fully-resolved high-speed acquisition of successive
256 x 256 planar imaging of the laser induced fluorescence from a conserved scalar in the turbulent flow.
Key elements of this imaging and data acquisition system are shown in Figure 3. A collimated laser beam
is swept by a pair of very low inertia galvanometric mirror scanners, whose timing is slaved to the imag-
ing array, in a raster pattern through the scalar field. The fluorescence from each sweep of the laser beam
is imaged onto a photodiode array, driven by an externally generated clock producing variable pixel data
rates up to 11 MHz, corresponding to continuous acquisition of up to 142 such spatial data planes per
second. The iluorescence data from the array is then serially acquired through a programmable digital
port interface, digitized to 8-bits digital resolution, and then ported into a 16 MB high-speed dual-ported
data buffer from which it is continuously written to a 3.1 GB high-speed parallel transfer disk rank. The
system can achieve a sustained overall data throughput rate to the disks, excluding all line and frame over-
head cycles, of up to 9.3 MB/sec.

These data are currently being analyzed to discern the extent to which the true fine scale structure
differs from that inferred from earlier lower-dimensional measurements. ResultsO show that essentially
all of the molecular mixing appears to take place in relatively well-defined thin strained laminar diffusion
layers. Thickness distributions and the internal structure of these layers are quantities of particular interest
that are being determined from these data, and are being interpreted in the context of recent theoretical and
numerical efforts l1 -1 3 for modeling the fine scale mixing and reaction processes and their connection with
the larger scales of the flow.
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Fig. 1. Structure of the four-dimensional conserved scalar data space (x,t) as a temporal sequence of
up to 256 successive spatial data volumes, each consisting of a temporal seqence of up to 256
successive spatial data planes, each of which consists of 256 x 256 spatial data points. The res-
olution is sufficient to allow differentiation in all four directions, allowing the detailed fine scale
structure of the molecular mixing rate field (ReSc)- IV .V(x,t) to be directly determined.
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Fig. 4. Key elements of the imaging and data acquisition system assembled for these four-dimensional
measurements. Two beam scanners slaved to the imaging array timing rapidly sweep the laser
beam through the scalar field. The data acquisition system can sustain an overall data through-
put rate to disk of up to 9.3 MB/sec for the full 3.1 GB disk capacity.
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3 Summary/Overview

The purpose of this research is to conduct fundamental investigations of turbulent
mixing, chemical reaction and combustion processes in turbulent, subsonic and supersonic
flows. Our program is comprised of an experimental effort, an analytical modeling effort, a
computational effort, and a diagnostics development and data-acquisition effort, the latter
as dictated by specific needs of our experiments. Our approach is to carry out a series of
detailed theoretical and experimental studies primarily in two, well-defined, fundamentally
important flow fields: free shear layers and axisymmetric jets. The investigations of tur-
bulent jet mixing are co-sponsored by the Gas Research Institute. To elucidate molecular
transport effects, experiments and theory concern themselves with both liquids and gases.
The computational studies are, at present, focused at fundamental issues pertaining to the3 computational simulation of both compressible and incompressible flows.

I Technical discussion

Preliminary, non-reacting experiments are currently in progress in the new GALCIT
Supersonic Shear Layer Combustion Facility. In these experiments, the flow is a 2-D.
compressible mixing layer. with either N2 or He in the high speed stream and N. in the
low speed stream. The free stream Mach numbers are M1 = 1.5 and M2 = 0.3 respectively.
Some of the preliminary results are discussed below with the aid of three side-view Schlieren
photographs.

I Figure 1 shows the basic form of the N,./N. shear layer with negligible streamwise
pressure gradient (dp/dx ; 0). The shear layer forms a well-defined, linearly growing
wedge that appears devoid of the coherent structures visible in incompressible shear layers.
Similar observations were recently reported by Clemens ct al. (1990). Two standing waves
are clearly visible in the supersonic stream. One originates from a small surface bump at
the nozzle/top guidewall junction. while the second comes from the splitter tip. Both waves

II have little apparent effect on the shear layer and gradually disappear downstream.

Figure 2 shows a N2 /N,2 shear layer in which the supersonic stream has been overex-
panded, resulting in a strong oblique shock wave at the splitter tip. This wave, and its
reflections, causes considerable deflection of the shear laver. It is noteworthy, however, that
the growth rate is basically unchanged from that of the unperturbed flow (cf. Fig. 1).
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Page 2

The third photograph (Fig. 3) is representative of the lte/. 2 shear layers. Immediately
obvious is the complex, yet regular, wave system in the low speed flow. This represents
a system of travelling oblique shocks and expansion waves, probably created by (unseen)
shear layer turbulent structures that appear large and convect at speeds that are supersonic
with respect to the low speed flow. The convective Mach number with respect to the low
speed stream, of these structures, as inferred from the angles of their associated waves.
lies in the range of 1.9 < Me2 < 2.2 . This can be compared to a value of M 2 ; 1.0
based upon the standard shock-free models of the convection velocity (cf. Papamoschou &
Roshko 1988, Papamoscliou 1989. Dimotakis 1989). These traveling waves are reminiscent
of those seen in supersonic jet flows, (e.g. Tam 1971) in which the waves originate from
the supersonic shear layer in the vicinity of the jet exit. It should also be noted that the
existence of these waves on only one side of the shear laver creates large asymmetries in
the flow entrainment, with most of the growth occurring into the low speed side, and with
M, in the low subsonic range (MAI 1 - 0.3).

In support of the supersonic shear layer experiments, we have also been conducting
linear stability analyses of compressible shear layers. During this last year, we have inves-
tigated the effect of upper/lower guidewalls on the stability of the flow. As had also been
suggested by Tam & Hu (1989). we found (Zhuang ct al. 1990) that bounded shear layers
are more unstable at high Mach numbers compared to unbounded shear layers, and that
two-dimensional disturbances have greater amplification rates than the oblique waves that
are found to be the more unstable in unbounded flow.

We are proceeding with our experimental investigation of Reynolds number effects
in the Iligh Pressure Combustion Facility (0.1 < P0 < lOatm). Specifically, a set of
experiments is in progress which utilizes the Fb/NO chemical system, permitting very low
adiabatic flame temperature rise (AT < 40 K) to be realized, to mitigate nuoyancy effects.
while allowing the turbulent flow/chemical processes to operate in the fast chemical kinetic
rate regime. While these first experiments, which were conducted with AT 1 ' 26 K. in
the Reynolds number range of 5.000 < Re < 100.000. and a pressure range of 1 < P0 <
5 atrm, must be regarded as preliminary, they suggest a molecular mixing ratc that increases
with increasing Reynolds number, with a flame length that correspondingly decreases with
increasing jet Reynolds number.

Wo are continuing our investigations of the fine scale turbulent structure in a liquid
phase (high Schmidt number, Sc) axisymmetric jet. Conserved scalar measurements have
been made in the range of Reynolds numbers from 3.000 to 2-1,000. both on the centerline
and at several radial locations. A study has been conducted to examine the applicability of
a (power-law) fractal description to the geometry of the iso-scalar surfaces in the jet. f.g.
as suggested in Sreenivasan &- Meneveau (1986). In contrast, we find that these surfaces
arf not characterized by a constant fractal dimension. and present a log-normal model of
interface spacings that displays similar behavior to the experimental results. In addit ion. we
find that this behavior persists throughout the enlire range of scalar values. These results
(Miller &- Dimotakis 1989) were reported last summer at the ASIE Fluids Engineering
Conference (La Jolla, 10-12 July 1989). A more complete account of this work has been
submitted for publication in the Physics of Fluids. Work currently in progress is aimed
at extending the Reynolds number range that can be covered in our experiments to Re z
100,000. These studies are also intended to focus on the dependence of the scalar dissip" :on
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I (mixing rate) on Reynolds number, at these very high Schmidt numbers, and complement
the gas-phase chemically reacting studies described above.

I In other work, a major modeling effort supported in part by the present contract has
been the development of a model for chemical reactions in a turbulent fuel jet that is based
upon the ideas first put forward by Broadwell & Breidenthal (1982) for the shear layer. A
refinement and clarification of these ideas is described in Broadwell &- Mungal (1988) in
which again the application is to reactions in a shear layer, in particular. to the H2 /F2 /NO
reaction studied experimentally by Mungal k Dimotakis (1984) and Mungal k Frieler
(1988). The initial steps in the formulation of the jet model were put forth in Broadwell
(1987). In collaboration with personnel of the Sandia National Laboratories, the picture of
molecules mixing and chemical reaction is being put in the form of a numerical model. As
an interim measure, a simpler version of the model in which the strained flame reactions
are also assumed to be described by a perfectly-stirred reactor, has been formulated and
applied to hydrogen and propane flames burning in air.
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I VORTEX SIMULATION OF TURBULENT COMBUSTION

(AFOSR Grant No. 89-0491)

Principal Investigator Ahmed F. Ghoniem

Department of Mechanical Engineering
Massachusetts Institute of Technology5 Cambridge, MA 02139

I SUMMARY/OVERVIEW
The objectives of this research are the development of accurate numerical methods for

the simulation of the Navier-Stokes equations for chemically reacting flow at high Reynolds
number and arbitrary Damkohler number, and the application of these methods to investigate
the mechanisms of flow-combustion interactions. Lagrangian, grid-free methods are used to
transport the vorticity and scalar gradient along particle trajectories, yielding adaptive solutions
which are devoid of numerical diffusion. The focus of the work during the previous year was
on extending the solution of the low-Mach-number compressible shear layer to spatially3 developing reacting flow and three-dimensional flow.

TECHNICAL REPORT
Solutions of the reacting compressible shear layer have been obtained for the premixed

and the unpremixed cases [1,2] (incompressible solutions for the spatially developing case
have also been obtained and analyzed [3,4]). In both cases, the flow was considered two-
dimensional, and the roles of volumetric expansion and vorticity generation due to heat release
were investigated in detail. In the premixed shear layer, vorticity generation plays an
important role in the rate of growth of the shear layer by imparting a finite velocity on the
large eddies in the direction of the heavier, reactant stream. Vorticity generation in the later
stages leads to: (1) an asymmertic entrainment with a bias towards the lighter stream- and (2)
the formation of a spotty structure with scales smaller than the nominal diameter of the
original large structure. Apart from the effect of volumetric expansion due to energy release,
the vorticity distribution in a premixed reacting shear layer strongly resembles that of a
nonreacting shear layer with the same density ratio across the layer.

This observation was used in the study of the density effect on the structure of a
three-dimensional nonreacting shear layer. It was found that while the spanwise vortex core
is still driven in the direction of the heavier stream, the streamwise vortex structures appear at
the midsections of the spanwise perturbation wavelength. The asymmertic entrainment persists
since the strength of the baroclinic vorticity is different across the layer. Locally, however,
asymmetric entrainment is enhanced or reversed by the density variation. This effect is
currently under further investigation [5].

Including the effect of density variation on the vorticity field in three-dimensional flow
prompted the formulation of grid-free schemes to account for vortex stretch by evaluating the
velocity gradient using analytical differentiation of the velocity expression. Numerical
experiments showed that, while using the transpose of the velocity gradient tensor in the
evaluation of the stretch term can lead to an analytically conservative scheme, numerically.
the scheme fails to capture the evolution of the streamwise vorticity accurately. Direct
integration of the original form of the Navier-Stokes equation using the velocity gradient
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tensor produced the most accurate results when the fundamental requirements of accurate
vortex simulations were satisfied. Analysis was used to explain this unexpected behavior [6].

In the nonpremixed case, when the density is the same for both streams, baroclinic
vorticity generation occurs on both sides of the products zone. Thus, its cumulative effect on
the overall dynamics of the large eddies is much less pronounced than in the case of a
premixed layer. In the results of the nonpremixed layer, we did not observe any substantial
motion of the eddies or effect of vorticity generation on the internal structure of the eddies.
This is despite the fact that linear stability analysis of a light fluid layer surrounded by
heavier fluid on both sides shows that the growth rate here is less than that in the case when
all fluid layers have the same density. The difference between the two cases lies in the fact
that in the reacting flow simulation, the layer with lower density forms as vorticity rolls up.
This result should be regarded as a warning that conclusions of nonreacting flow models
should not be extended to reacting flows without first considering the role of the extra
chemical time scale in the later.

In both the premixed and nonpremixed cases, we find that volumetric expansion has a
profound effect on the rate of growth of the instability only when the initial perturbation is
small. In both cases, if volumetric expansion, associated with the progress of the chemical
reaction, proceeds before nonlinear rollup is initiated, vorticity is weakened by getting
redistributed over a larger area. Here, as in the discussion of the effect of baroclinic vorticity
generation, we emphasize that the ratio between the time scale of the chemical reaction and
that of the transition of the instability into the nonlinear range plays a very important role.
As exhibited by the numerical results, if the rollup process starts before substantial heat
release has occurred, the growth of the large eddy proceeds in much the same way as in the
nonreacting case. This conclusion also leaves the results of computations using zero rate
chemical kinetic models in doubt since, in this case, thermal ignition delay times are not
considered.

The numerical results in both cases were used to demonstrate the role of the large
eddies in the development of the combustion process. Here we will review the results of the
three dimensional case for the nonpremixed reaction [7]. It was found that, over a wide
range of the Damkohler number, the distributions of product concentration and vorticity bear a
strong resemblance, independent of that of the rate of reaction. Figure 1 depicts the product
concentration and reacting rate on a section through the core normal to the streamwise
direction for Damkohler number 0.1 and 10 (notice the complex distribution of product
concentration which is consistent with the complex deformation of the spanwise core and the
formation of the streamwise vorticity rods). The figure indicates that while the rate of
reaction is highest within the cores of the eddies at low Damkohler number, it is highest on
the outer edges of the eddies at high Damkohler number. In both cases, however, product
concentration is maximum within the eddy cores where vorticity is highest. Similar
conclusions can be drawn from figures 2 and 3 where both quantities, product concentration
and reaction rate, are shown on a section normal to the spanwise direction at Damkohler
number 0.1 and 10. These results suggest that the reaction zone structure approaches a
distributed reaction at low Damkohler number and a reaction sheet at high Damkohler number.
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3 Figure 1. Distributions of product concentration, c, and reaction rate, W, plotted in a two-
dimensional section normal to the streamwise direction and intersecting the spanwise core of
reacting shear layers at low and high Damkohler numbers, Da =0.1 and 10. Variables are

shown in terms of shades of gray, darker areas corresponding to higher concentrations or
reaction rates.
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Figure 2. Distributions of product concentration, c, and reaction rate, W. plotted in a two-

dimensional section normal to the spanwise direction in a reacting shear layer at low

Damkohler number, Da =0.1.
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Figure 3. Distributions of product concentration, c, and reaction rate, W, plotted in a two-

dimensional section normal to the spanwise direction in a reacting shear layer at high

Damkohler number, Da - 10.
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U CHEMICAL KINETIC AND AERODYNAMIC STRUCTURES

OF FLAMES

(AFOSR Grant No. 89-0293)

Principal Investigator: Chung K. Law

Princeton University

Princeton, NJ 08544I
SUMMARY/OVERVIEW:

3 The objective of the present program is to study the structure of laminar
premixed and diffusion flames through (a) non-intrusive experimental
determination in reduced and elevated pressure environments, (b) computational

simulation using detailed flame and kinetic codes, and (c) asymptotic analysis
for the reduced mechanisms. During the reporting period we have (1)
experimentally and theoretically investigated the effects of dilution,

pressure, and flow field on the extinction condition of methane/air/nitrogen

diffusion flames; (2) extensively determined the laminar flame speeds of all
of the C2 hydrocarbons, namely ethane, ethylene, and acetylene, compared these
values with the numerically calculated ones, and proposed a comprehensive C2 -
mechanism; (3) experimentally and computationally studied the propagation of
ultra-lean to moderately rich hydrogen flames and identified deficiencies in

the low to intermediate temperature hydrogen oxidation kinetics; (4)
experimentally studied the relative importance of fuel concentration dilution

and flame temperature reduction on soot formation when inert is added to fuel;
and (5) experimentally isolated the effects of dilution, temperature, and
direct chemical participation when carbon dioxide and oxygen are used as

additives.

TECHNICAL DISCUSSION:

1. Effects of Dilution, Pressure and Flow-Field on the Extinction
Conditions of Methane-Air-Nitrogen Diffusion Flames

Velocity fields and extinction conditions for methane-air diffusion

flames are measures for an opposed-flow nozzle type burner system and
calculated by a numerical-integration routine for pressures form 0.25 to 2.5
atm and for dilutions having fixed stoichiometric mixture fractions with

oxidizer-stream oxygen mass fractions from 0.233 to 0.190. Imposition of
boundary conditions ranging from potential flow to plug flow reveals that
changes on the order of a factor of two in the oxidizer-side strain rate at
extinction, Kext, can be produced by changes in opposed-flow burner design.

It is shown that the maximum velocity gradient, however, which occurs on the
fuel side of the main reaction zone, achieves a value at extinction, Mext,3 that is relatively insensitive to the boundary conditions of the flow. Figure
1 compares the near extinction axial velocity profiles of experiments and of
numerical calculations with potential flow and plug-flow boundary conditions

of a typical flame. The exploded view illustrates the locations of the
velocity gradients, Kext and Mext.

The present results explain differences found by different investigators

on influences of dilution on extinction strain rates and show that most3 counterflow burners are closer to the plug-flow limit than to the potential
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flow limit. Strain rates at extinction without dilution are shown to increase
with increasing pressure over the above-stated range, contrary to previously
observed behaviors with dilution at very high pressures. The behavior is
explained as a consequence of decreasing peak radical concentration with
increasing pressure.

2. Laminar Flame Speeds and Oxidation Kinetics of C2-Hydrocarbons
Using the counterflow flame technique, laminar flame speeds of mixtures

of ethane, ethylene, acetylene and propane with oxygen and nitrogen have been
accurately determined over extensive lean-to-rich fuel concentration ranges
and over the pressure range of 0.25 to 3 atm. These data are then compared
with the numerically calculated values obtained by using the various kinetic
schemes in the literature as well as one compiled in the present study. The
present scheme yields close agreement with all of the experimental flame
speeds except for diluted, rich acetylene flames, for which the calculated
values are higher. Figure 2 compares the measured and calculated flame speeds
of ethane, ethylene, and acetylene with air at 1 atmosphere. Close agreement
is observed.

The relative importance and influence of the individual reactions on the
flame speed and reaction mechanism are assessed and discussed with the aid of
sensitivity analysis. The study also demonstrates that C2 schemes validated
through comparisons based on methane flame speeds may not be accurate enough
for flame speed predictions of the C2 fuels, and that the C2 schemes developed
through comparisons with the flame speeds of the C2 fuels are rather
inspnsitive to the details of the C3 sub-mechanism. The importance of having
accurate values of the thermophysical properties of radicals for flame
simulation is also emphasized.

3. Burning Rates of Ultra-Lean to Moderately-Rich H2/O2/N2 Laminar Flames
with Pressure Variations

In this investigation, the laminar flame speeds of H2/02/N2 mixtures have
been experimentally determined in the fuel stoichiometric range of ultra-lean
to moderately-rich, oxygen concentration range of 7.4 to 30 molar percent of
the oxidizer, and pressure range of 0.2 to 2.25 atm. These results are then
compared with the numerically-determined values obtained by using several
existing H2/02 kinetic schemes. Results show that, while these kinetic
schemes accurately predict the propagation speeds of high-temperature flames,
they substantially underpredict those of low temperature flames. Figure 3
shows comparisons between experimentally and numerically determined S' for
the atmospheric H2/air mixtures, using a variety of kinetic schemes. The lack
of agreement for the ultra lean flames is apparent.

Furthermore, while the experimental pressure exponents of the mass
burning rates exhibit a minimum-point, parabola-like behavior with increasing
pressure, indicating the initial, negative influence of the H-02 termination
reaction and the subsequent availability of a positive channel which
facilitates radical production, the calculated results fail to show the
increasing trend in the pressure range investigated. It is suggested that
existing kinetic schemes may require revision in the intermediate-temperature
regime strongly influenced by the HO2 and H202 chemistry.

4. Soot Formation and Inert Addition in Diffusion Flames
An experimental st',-y has been c~nducLed in co.i d u fa! in

order to identify the relative importance of fuel concentration dilution and
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n order to identify the relative importance of fuel concentration dilution and
flame temperature reduction on soot formation when inert is added to fuel.
Two different methodologies were used to isolate dilution and temperature

effects, both involving substitution of inerts with different specific heats.
To quantify the extent of soot reduction, laser-light extinction as well as
smoke point measurements were made.

The results are in agreement with previous studies in counterflow flames
and show that soot formation rates in the coflow flame behave nearly linearly
with fuel concentration. Furthermore, while temperature exerts a strong
influence of soot formation, dilution can also affect formation rates and
smoke points when inerts are added to fuels. Figure 4 shows the integrated
soot volume fraction as a function of the axial position for a coflow flame.

Curve A is for a 100% C2H 4 in the inner flow, curve B for 50%-C 2H4 /50%-N 2 ,
while curve C also has 50%-C 2H4 /50%-N 2 except part of the N 2 in the oxidizer
has been replaced with an equal amount of argon so that its temperature is the
same as that of curve A. The closeness of curves B and C clearly demonstrates
the importance of concentration dilution.

The study further shows that the relative importance of dilution and
temperature depends on the extent of the addition. When moderate amounts of
inert are added, the temperature reduction is typically very small so that the

effect of dilution can be considerably greater than that of temperature. When
large amounts of inert are added, temperature effects may dominate those of
dilution although, in an absolute sense, dilution effects could still be3 important because fuel concentrations are low.

5. The Influence of Carbon Dioxide and Oxygen as Additives on Soot Formation

in Diffusion FlamesI A study of carbon dioxide and oxygen addition on soot formation has been
performed such that the effects of dilution, temperature and direct chemical
participation have been isolated for the additives on both the fuel and
oxidizer sides. By measuring soot-inception limits in the counterflow flame
and integrated soot volume fractions in the coflow flame, the influence of the
additives on soot inception, growth and burnout has also been ascertained.

Results demonstrate that carbon dioxide, whether added to the fuel or

oxidizer side, can suppress soot formation chemically. Figure 5 shows the
systematically isolated effects of dilution, direct chemical, and thermal
effects on soot suppression with CO2 addition to C2 H4 and C3 H8.The effect of oxygen addition is more complex. When added to the fuel
side of an ethylene flame, the addition leads to an abrupt increase in the

inception limit, indicating that the inception chemistry has been accelerated.
The addition of propane, however, is initially suppressive and results in a
significant reduction in the soot inception limit which is more than can be
accounted for by dilution. The addition becomes promoting as the oxygen mole
fraction approaches 40%. Finally, the effect of oxygen concentration on the
oxidizer side, for both ethylene and propane flames, is almost totally
thermal.

I
I
I
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I Departments of Aerospace Engineering*
and Mechanical Engineering*

Penn State University

University Park, PA 16802

I
SUMMARY/OVERVIEW:

combined experimental, analytical and computational program is underway to
develop understanding of the mixing layer between two supersonic streams, with

the ultimate objective to control and enhance the mixing. The experimental
program involves both high Reynolds number studies of an axisymmetric shear layer

and low Reynolds number studies of a two-dimensional shear layer. The analysis
is based on the importance of large-scale coherent structures, modeled as
instability waves, on the mixing process. The present interaction of the three

phases of the research is developing the kind of understanding that will be
necessary in the latter stages of the research as we pursue methods of mixing

enhancement.

TECHNICAL DISCUSSION

To date, the majority of the experiments have been conducted on the

unforced shear layer in both the low and high Reynolds number facilities. As
expected, the large scale structures in the low Reynolds number shear layer are

considerably more organized than the high Reynolds number counterpart.
Preliminary comparisons with the developing models have shown promising results.
More importantly the opportunities to make further advances are excellent.

Analysis and Computations (P. J. Morris)

The models that are being developed for the mixing process in high speed
shear layers are based on the hypothesis that large scale coherent motions play

a dominant role. This is known to be the case at lower speeds. In addition, our
models make use of the close relationship between the observed properties of the
large scale structures and predictions based on linear, inviscid stability
theory. The large scale structures in the shear layer are modeled as instability

waves. A model for the average development of the layer has been developed
assuming that the initial conditions consist of a superposition of many
instability waves of different frequencies and spanwise wavenumbers. A second
model has been studied in which a single passage of a train of large scale
structures is modeled as a superposition of a hierarchy of fixed frequency waves.3 These include the fundamental shedding frequency and its subharmonics.

These models have been implemented in both plane and axisymmetric shear
layers. In both cases, both two- and three-dimensional instability waves are
permitted. In the axisymmetric case these are the axisymmetric and helical

structures. It is found that, in the axisymmetric case, as the convective Mach

number increases, the helical motions dominate the flow development.

I
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A careful examination has been conducted of the role of duct walls on the
stability characteristics and growth of a two-dimensional shear layer. It has
been shown that, for conditions typical of those used in current model
experimental facilities, there are two types of instability waves. The first are

the Kelvin-Helmholtz instabilities that are driven by the same physical

mechanisms as those present in subsonic shear layers. These structures are

predominantly three-dimensional at high Mach numbers. The second class are the
supersonic instability waves that are primarily two-dimensional. They are driven
by a coupling between the reflected Mach waves from the duct wall and the nearly

periodic motions in the shear layer. In all the cases studied the maximum growth
rates are associated with the Kelvin-Helmholtz instability. It has been shown
that the choice of the ratio of the duct height to width has a significant
influence on the growth of the three-dimensional instabilities. A technique for
selecting the width-to-height ratio for maximum growth has been developed; and

has been reported in the literature.

The effects of duct walls on the instability waves or large structures in

ducted jets is also being studied using a boundary element method. The numerical
technique has been validated for the case of a circular jet in a circular duct.

In the immediate future the calculations for the confined circular jet will
be continued. In particular, we will be comparing the results with those for the

two-dimensional geometries. It is hoped that this analysis will lead to

predictions for optimum wall dimensions to maximize the jet growth rate. In

addition, wave-packet calculations will be performed for the two-dimensional
shear layer. These are important as the stability calculations have indicated

that the most unstable motions in the supersonic shear laver are highly three-
dimensional. The wave-packet calculations, in which the shear layer is excited
at a single point with a pulse, should give us some guidance as to the nature
of the structures one would expect to observe in the supersonic shear layer.
Equivalent experiments in the low Reynolds shear layer facility will be conducted

to assist in the modeling and to validate the predictions.

High Reynolds Number Experiments (G. S. Settles)

An axisymmetric compressible mixing layer is being used to study
compressible turbulent mixing and the possibility of mixing enhancement and

control by the manipulation of large-scale turbulent structures. This mixing

laver is generated by injecting a gas stream through a cylindrical centerbodv

mounted along the axis of a supersonic wind tunnel test section. Primarily by
varying the composition of the gas thus injected, the isentropic convective Mach

number, M_ may be varied from 0.08 to 1.5 in these experiments. This allows the
stud; of a broad range of compressibility effects, while the axisvmmetrv of the

mixing laver facilitates the observation of individual turbulent structures on

the outer edge of the layer.

As reported previously, high-speed schlieren observations have been made,

both as single frames and with a Cranz-Schardin camera which takes several
consecutive frames with an interval in the microsecond range. A severe schlieren

cutoff was required to reveal large-scale turbulent structure imbedded in finer-

scale turbulence. A selection of such images is shown in the Figure. In
general, "poorly-organized" large-scale structures are observed at the high
Reynolds numbers of these experiments. It is clear that these structures are
always highly inclined and that the inclination is always toward the high-speed

side of the mixing layer.

In addition to these qualitative observations, quantitative data have been
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I obtained by optical deflectometry (wherein the deflection of a light beam by
density gradients in the mixing layer is sensed and digitized at high speed).
Spectra from single-point deflectometry experiments show a mixing layer

containing a broad range of turbulent scales, with no obvious concentration of
energy at any specific frequency. Two-point deflectometry, currently being
developed, will allow us to make a better determination of coherent structures
by way of spatial correlations.

An initial attempt to control this compressible mixing layer by acousticI excitation has been made. Flow-off sound pressure levels of about 110 dB over
the frequency range of 5-25 kHz were tried with no noticeable effect on the shear
layer. Among several possible reasons for this are: improper phasing, frequency
too low, and inadequate dB level (presuming, of course, that it is possible to
acoustically excite the mixing layer under any circumstances).

Finally, the axisymmetry-centerbody nozzle has been used to generate a Mach
airjet into still air (M= 1.1) for comparison with our helium/air case in the

supersonic wind tunnel (Mc = 1.5). While having similar M, values, these two
cases differ in that the former has an outer subsonic flow while the latter is
supersonic on both sides of the mixing layer. Thus, acoustic communication from

downstream to upstream is inhibited in the latter case.

Initial schlieren results from these two cases are compared in the Figure.
The only obvious difference thus far is the fact that there is more of an
indicatio. of regular large-scale structure in the freejet case. Quantitativemeasurements are now under way.

In summary, it seems clear from these results that large-scale structures
do exist even for M, > 1. However, these are certainly dissimilar to those known
in M, = 0 mixing. This is a real failure of Morkovin's hypothesis, which opens
many opportunities to learn more about this essentially-unknown aspect of
turbulent mixing. Further details of this work have been submitted for
presentation as an AIAA Paper.

I AIR, M=3.5, V=650 m/s --

i Mc=0"075 AIR, M=3.0, V=620 m/s --

I AIR, M = 3.5, V = 650 m/s --

M=1.5 HELIUM, M = 3.5, V 1575 m/s

i AIR, V=O

M=1.1 AIR, M=3.0, V=620 m/s -.
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Low Reynold- Number Experiments (D. K. McLaughlin)

Since these experiments use a newly developed facility, a significant

amount of time has been spend qualifying the facility. This has involved a
series of pitot rake measurements together with schlieren photographs. A sample

schlieren visualization is shown in the figure below. The lower stream is M =
3.0 and the upper stream is M = 1.5, with flow from left to right. The unit

Reynolds number is Re = 1.7 x 106/meter and the total height of the channel is

about 5cm.

At the conditions of this experiment, the Kelvin-Helmholtz instability
grows rapidly beginning at the point where the two pictures are joined together

(11.5cm downstream from the end of the splitter plate). The character of the

instabilities is quite similar to some of the visualizations of the high Reynolds
number shear layer performed by Settles and his student. However, as expected,
the structures are much more "organized" in this low Reynolds number flow.

Preparations are underway for much more detailed investigations. These
include hot-wire measurements over a broad range of operating conditions.

Im-'ovements to the diffuser will extend the high speed stream operating Mach

number to M = 4, which together with a low speed stream of M = 1, will yield

supersonic convective Mach numbers. Under these conditions we expect significant
deviation from the structures previously measured in the incompressible shear

layer.

As the hot-wire measurements proceed, development is also underway of the

glow discharge excitation device. Once operational, this device will allow
detailed measurements of the relative phase of the instability waves in the shear

layer. This will become very important to our developing understanding at the

higher convective Mach numbers where we expect significant components of oblique
waves. Additionally, the glow discharge will allow us to measure the response
to various configurations of artificial excitation, with the potential to produce

enhanced mixing in the shear layer.

File: C:\wp50\papers\onrafosr.90 Date: 5/8/90
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I THE EFFECTS OF COMPRESSIBILITY ON A SUPERSONIC
MIXING LAYER

I AFOSR Contract No. F49620-88-C-0003

I Principal Investigator: David Nixon

Nielsen Engineering & Research, Inc.
510 Clyde Avenue

Mountain View, CA 94043-2287I

* SUMMARY/OVERVIEW

The objective of the work is to identify the flow mechanisms that cause the decrease in
spreading rate of supersonic mixing layers as the convective Mach number increases, and to
suggest means of enhancing the mixing. A computer code has been used to simulate both
time and space developing mixing layers to get some indication of the flow physics. To
complement the numerical study a simple analysis has been developed that explains the
variation of mixing rate with convective Mach number. The analysis seems to indicate that
little can be done to enhance mixing as such, although the real problem of simultaneous
mixing and combustion may be more amenable to control.

TECHNICAL DISCUSSION

In the past year the objective have been to extend and consolidate the simple theory
developed in the first year of the contract and to see if it provides some insight into
enhancement of mixing. This study was augmented by development of a computer code to
simulate temporally and spatially developing mixing layers to gain insight into the physics
of the flow.

At the end of the first year of the contract a simple theory had been developed for the
spreading rate variation with convective Mach number. This theory is based oz. Lhe
transonic small disturbance equation

(02 -k) + y = M2)4, + 2My= (1)

where 4, is a perturbation velocity potential, t is time nondimerisionalized by c/U C where c
and Uc are characteristic length and convective velocity respectively, and M. is the

* convective Mach number.

2 = I - M 2

k = (Y+l)M 2 (

I
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The theory relates the nondimensionalized compressible mixing, m, to its value at
incompressible (M, = 0) speeds, m i, by

m 2
T _. 11  (RKE) oi/(RKE) ]  (3)

M. m.
1 01

where mo is the nondimensional mixing associated with a rotational kinetic energy (RKE) of
(RKE) o at a convective Mach number of Mc.

If MC << 1, the Prandtl-Glauert equation (k = 0) may be used to evaluate the quantities
in Equation (3) analytically and we obtain

m = 03/ (i - M2/2) (4)
- C

1

The results predicted by this theory show good agreement with experimental data, see
Figure 1, especially for MC < 0.7.

At the end of the first year of the contract it was concluded that mixing is reduced
because the eddies decreased in size as MC increases. In the last year we have concluded
that this explanation is wrong and provided a simpler, more physical explanation for the
phenomenon. The primary mechanism underlying the decrease is the attenuating effect
compressibility has on the large scale structures' ability to deflect fluid away from the free
streams and into the mixing layer. This is an irrotational effect; thus it is a completely
different mechanism than the vorticity redistribution idea suggested by others.

Over the last year the theory has been consolidated, that is, fewer assumptions are
made, and has been extended to include three-dimensio,al effects. A full description of the
theory has been given in AIAA Paper 90-0706. A summary of the main findings is given
below.

(a) No matter the size or number of spanwise vortices, the mixing will decrease with
increasing Mc at the same rate. This indicates that two-dimensional eddy break up
devices may not work.

(b) Streamwise vortices will not be affected by Mc to a first approximation and the mixing
associated with these vortices is unchanged with Mc.

(c) If the hypothesis is made that large fluid mechanical structures, such as vortices, will
deform to avoid shock waves, then the theory is greatly improved (Figure 1). The
deformation may consist of vortex sweep, rather like a swept wing, or a bifurcation,
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rather like the braids commonly seen in incompressible mixing layers. This hypothesis,
if true, would have considerable implications in other fluid mechanics problems.

(d) Since the present theory is based on notions of irrotational flow it suggests that other
studies based on vorticity redistribution arguments are erroneous. It may also be
suggested that since the present theory is based on nonlinear finite disturbances,
explanations of the phenomena based on linear stability theory are irrelevant. This
latter viewpoint is corroborated by the fact that experimental data are taken a
considerable distance downstream of the region where linear instability theories are
valid.

(e) The main cause of the decrease in mixing as Mc increases is that an increasing amount
of the energy in the two streams goes into compression of the fluid during entrainment,
rather than being used to produce pure mixing. The only way to increase mixing is to
accentuate streamwise vorticity and, if the hypothesis in (c) is valid, Nature is doing its
best to achieve this goal.

In addition to the theory numerical simulations of both time and space evolving mixing
layers have been performed. The code used is a modification of a fourth order accurate
code developed at Nielsen Engineering & Research for impinging jet flows. These
calculations were performed to get some insight into two-dimensional mixing layers; a
typical example of such a calculation is shown in Figure 2. At present the numerical results
are similar to those obtained by other investigators.

I
I
i
i
I
I
i
i
i
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I NUMERICAL INVESTIGATION OF TURBULENT FLAME SHEETS

3 (AFOSR-88-0052)

Principal Investigator: Stephen B. Pope

I Sibley School of Mechanical and Aerospace Engineering

Cornell University, Ithaca, NY 14853I
SUMMARY

Direct numerical simulations of turbulence are being performed to study fundamental
processes of turbulent combustion. In the flame-sheet regime of turbulent premixed combustion an
important process is the stretching and bending of the surface by the turbulence. These processes
have been studied for both material surfaces and propagating surfaces. Additional related work has
been performed on material element deformation and on mapping closures for turbulent mixing.
This work has revealed several important findings that are contrary to previous conjectures of long
standing.

5TECHNICAL DISCUSSION

Material Element Deformation

In Girimaji & Pope (1990) the previous studies of material surface elements is extended in
two ways: first, additional important statistics are reported; and, second, material line and volume3 elements are also considered. The major findings are now itemized.

I. The growth rates of line and surface elements are significantly less (by a factor of about 3) than
previous estimates (Monin & Yaglom 1975).

2. The smaller growth rates are due to the poor alignment between material elements and the
turbulent straining motions. The lack of alignment is caused both by the action of vorticitv to
rotate the elements, and because the principal axes of the strain-rate rotate quite rapidly. In
other words, contrary to conventional wisdom, we find that strain is fleeting rather thanpersistent.

3. An initially spherical infinitesimal volume element is deformed by the turbulent straining into an
ellipsoid. The most probable shape of this ellipsoid is like a squashed cigar - one axis is
extended, another equally compressed, while the third remains (approximately) unchanged.

Propagating Surfaces

The material surfaces considered previously (Pope et al. 1989) represent flame sheets o1l\
in special limits. In the context of premixed flames, the limit is UluTr--O, where u1L is the lamiMr
flame speed and uT, is the Kolmogorov velocity scale.

I We have completed a study of propagating surfaces, with propagation speeds UL of UL ITJ~

0, - 1, 4, 8, 12, 16, 32 (Girimaji 1990). The study of propagating surfaces (uL>O) is much4 2'
more difficult than that of material surfaces (UL=O), because of cusp formation. That is, the
curature of a surface element can become infinite in finite time.

2
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The first difficulty to be faced is to devise an accurate and stable numerical algorithm that
can calculate the surface properties up to the point of cusp formation. This requires special
consideration of the singularity (i.e. the cusps). Such an algorithm has been devised. It is second-
order accurate, and reduces to an exact analytic solution as the singularity is approached.

Because of the formation of cusps, the time series of surface properties are finite in
duration, and they are inherently non-stationary. Thus the second difficulty is the analysis of these
time series - as compared to the stationary time series of arbitrarily long duration for material
surfaces.

It is found, as expected, that the mean strain rate on a propagating surface decreases with
uLJu . For UL/u-q < 1 the strain rate is close to that on a material surface (i.e. uL/u-1 = 0): for utJuT1
= 1, it is just 7% less. But for uL/UT1 = 4 and 8, it is less by 35% and 75%, respectively. This
information is needed in models of premixed turbulent combustion based on surface-to-volume
concepts (e.g. Cant, Pope & Bray 1990).

A major finding - not entirely expected - is that cusps form in finite time for all
propagation speeds UL > 0, no matter how small. Starting from a plane surface at t = 0, we denote

by TI/ 2 the time at which half of the initial surface has experienced cusp formation. For uLjuq = -1

1, 4 we observe Ti/2/tl = 26, 10, 4. For all uLJu11, the fraction of the initial surface that at time t
has not experienced cusp formation is found to be exp(-In(2)t/T1/2), to a good approximation for
large t.

In considering surface propagation in a simple one-dimensional sinusoidal flow field,
Ashurst, Sivashinsky and Yakhot (1988) concluded that cusps do not form if a parameter
(equivalent to uL/u ) is less than unity. In view of this apparent disagreement we performed
careful analytical an numerical studies of this flow. Our conclusion is that in fact cusps do form
in finite time for all propagation speeds, no matter how small. An analytical upper bound has been
obtained showing that the time to cusp formation varies as (uLjur) 1 (when this parameter is
small).

Mapping Closures

For decades to come, direct numerical simulation will not be used as an engineering design
tool for turbulent combustion devices, because the computation demands are way beyond reach.
Instead, our philosophy is to use DNS to guide and test the development of statistical models that
can be used as design tools. For turbulent combustion the most favorable statistical approach is the
pdf method (see, e.g. Pope 1985, 1990).

In the pdf approach, while complex reactions can be treated without approximation, mixing
- i.e. molecular diffusion processes - have to be modelled. For the last 15 years the
development of a completely satisfactory mixing model has proved an allusive objective. Recently
Kraichnan (1989) has proposed a completely new modelling methodology - mapping closures -
which appear to be a breakthrough. As described in the following paragraphs, we have obtained
an analytic solution to Kraichnan's model equations which are in spectacular agreement with oUr
previous DNS results. First these DNS results are reviewed.

Eswaran & Pope (1988) (work supported by AFOSR 85-0083) pcrformcd direct numerical
simulations of the decay of an inert passive scalar O(x,t) in stationary, homogeneous, isotropic
turbulence. The initial condition corresponds to blobs of scalar with 0=1 and an equal quantity of
blobs with 0=-1. Thus the initial pdf of , f(it), corresponds, approximately, to the double-delta-
function distribution.
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I The results show that the decay of the scalar variance depends on the size of the initial
blobs (relative to the turbulence scales) - consistent with experimental observations. However, it
is found that the shapes adopted by the pdfs are independent of blob size.

Kraichnan's model is conceptually simple, though technically difficult. The idea is to map
the non-Gaussian scalar field O(,t) to a Gaussian field 00 (,t) by a mapping Y(.,t): i.e. 00 (Xt) =

Y(0[x,t],t). Gaussian closure approximation are then applied to the Gaussian field 0.

For the case of an inert passive scalar with the initial condition given by Eq. (1) we have
obtained the following analytic solution to Kraichnan's model:

Sf(v;t)= 'exp{ 14fo(I-X 2 )} ' (2)

where

I - = et*" 1

Wo = 'F2 I erf-I(xV),

I and t* is normalized time. Figure lb shows the pdf's according to Eq. (2) compared (Fig. Ia) to
those from DNS. It may be seen that the agreement is remarkable. In spite of the considerable
efforts of several workers over the past 15 years, no other models have come close to Kraichnan's
in qualitative or quantitative performance.
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I FLAME-TURBULENCE INTERACTIONS

5 (AFOSR Grant No. AFOSR-90-0025)

Principal Investigator: Domenic A. Santavicca

I Department of Mechanical Engineering
Penn State University5University Park, PA 16802

1
SUMMARY/OVERVIEW:

SThe objective of this research is to obtain an improved understanding of flame-turbulence

interactions in premixed turbulent flames. Experiments are continuing in a one-dimensional,3 freely propagating turbulent flame configuration and have recently been initiated in a single

vortex-laminar flame configuration. LDV and PIV are used to characterize the velocity field and

two-dimensional Mie scatterin g and laser induced fluorescence are used to characterize the flame

structure. Of specific interest is the fractal nature of the flame structure, the effect of strain on

flame propagation and extinction, and the mechanisms of flame generated turbulence. Such

information will lead to a better understanding of the factors which determine the mass burning

rate and flame-out limits of real combustors.1
TECHNICAL DISCUSSION3 The flame generated turbulence measurements in I-D, freely propagating, stoichiometric,

propane-air flames have been extended to include turbulence intensity conditions of 0.5 m/sec,

1.0 m/sec and 2.0 m/sec. In order to achieve these levels of turbulence, while maintaining

uniform flow properties and high relative turbulence intensities, a new turbulence generator has

been developed which is capable of operating at relative turbulence intensities approaching 100%.

LDV measurements have been made at these new operating conditions of the ensemble averaged,

parallel and normal (with respect to the mean flame front) velocity components, from which the3 mean velocities, turbulence intensities, energy spectra, and integral time scales have been

calculated, in both the unburned and burned gases. The results which have been obtained at theseInew turbulence conditions continue to show significant increases in the normal component of the

turbulence intensity and highly anistropic turbulence in the burned gases. The density weighted

turbulent kinetic energy is found to increase across the flame at low turbulence levels, while it

decreases at the high turbulence conditions. This is illustrated in Figures 1 and 2, which show the

individual turbulence intensity components and the total turbulent kinetic energy, respectively, at

the new turbulence conditions. Measurements of the integral length scale (from a two-point

spatial correlation) and the Reynolds stress at the same conditions are in progress.

I
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The flame structure measurements in l-D, freely propagating, propane-air flames, which are

made using two-dimensional Mie scattering from micron sized zirconium oxide particles, have

been extended to study the effects of turbulent strain and preferential diffusion. Of specific

interest is the effect on the overall flame structure in terms of the flame surface fractal

dimension, which defines the distribution of flame surface scales, and the inner cut-off, which

defines the smallest flame surface scale. We have previously shown that the fractal dimension of

premixed turbulent flame surfaces can be predicted solely as a function of u'/s i with the

following heuristic relationship:

DF 1 _2.05+ 1 2.35. (1)
1+uIS1 +S1 /u'

In this expression the unstretched, adiabatic laminar flame speed is used, however, it is well

known that turbulent strain and preferential diffusion can result in significant variations in the

local laminar flame speed along the turbulent flame front. It is reasonable, therefore, to expect

that turbulent strain and preferential diffusion will result in a change in the overall flame

structure geometry, i.e. its fractal dimension. In order to investigate this, a series of two-

dimensional flame structure measurements have been made at sets of operating conditions that

have the same u,/S1 and include one case near the lean propagation limit, one case at stoichiometry

and one case near the rich propagation limit. Such measurements have been made over a range of

u'/Sj from 1 to 6. The measurements which have been obtained to date do not indicate that there

is a significant effect of turbulent strain and preferential diffusion on the overall geometry of the

flame surface, however, this is only based on 10 measurements per operating condition. We are

continuing these measurements for the purpose of obtaining a statistically significant data set in

order to resolve this important issue.

These same two-dimensional flame structure measurements are also being used to determine

the minimum flame structure scale, the so-called inner cutoff. By reducing the laser sheet

thickness, reducing the field of view, and increasing the camera resolution, these measurements

were also intended to provide information on the inner cutoff. Unfortunately, because of the

non-uniform particle size distribution, it is not possible to clearly identify the flame structure at

small scales due to the presence of noise associated with the Mie scattering technique. This is

illustrated in Figures 3 and 4. The fact that the small scale structure shown in Figure 3 is not a

real feature of the flame surface is evidenced by the fact that the fractal dimension over this

range of scales actually increases to a value of 2.5 (Figure 4) which is characteristic of random

noise. Since knowledge of the smallest flame structure scale is essential in order to be able to

predict the flame propagation rate, we are currently repeating these measurements using two-

dimensional laser induced fluorescence from flame generated Of molecules. Preliminary

measurements show no evidence of the small scale noise obtained with the Mie scattering
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I technique.

The results of this study of l-D, freely propagating, premixed turbulent flames have

provided valuable new information and insights regarding flame- turbulence interactions,

however, interpretation of these results is limited by the fact that the LDV measurements are

made at a single point and are averaged over many flame events, while the flame structure

measurements are made over a two-dimensional plane at a given time. In order to betterf understand the actual interaction between the turbulent flow field and the turbulent flame

surface, a two-dimensional velocimetry technique based on particle imaging velocimetry (PIV) has

been recently developed for use in this study. The PIV technique will provide simultaneous

measurements of the two-dimensional velocity field and the flame structure and thus provide

direct evidence of the flame-turbulence interaction. To date, the PIV system has been assembled,

made operational and successfully demonstrated on simulated data and on actual data from simple

laminar flows. The PIV technique is currently being used to obtain preliminary measurements in

* non-reacting turbulent flows.
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I
THEORIES OF TURBULENT COMBUSTION IN HIGH SPEED FLOWS

(AFOSR Grant No. 89-0310)
Principal Investigators: P.A. Libby and F.A. Williams

Department of Applied Mechanics and Engineering Sciences
University of California, San Diego, La Jolla, CA 92093

SUMLMARY/OVERVIEW

The objective of this research is to improve understanding of the chemical kinetics and fluid dynamics of
turbulent combustion in high-speed flows. Supersonic combustion in hydrogen-air mixtures is beingaddressed by theoretical approaches that distinguish beween reaction-sheet and distributed-reaction regimes.
The work seeks to identify effects of compressibility in turbulent combustion, methods for includingI compressibility in theoretical analyses, and reduced chemical-kinetic mechanisms appropriate for supersonic
combustion. The results may help to enhance capabilities of reasonable computations of high-speed turbulent
reacting flows.

I TECHNICAL DISCUSSION

Research from a previous AFOSR grant, the publication of which is being supported by the present
grant, is listed as the initial references [1-3].

In new work, attention has been focused first on nonpremixed hydrogen-air combustion [4,5], for flight
between altitudes of 20 and 70 km and at Mach numbers from 1 to 25, with combustor Mach numbers about
1/3 flight Mach numbers. The Damkbhler number Di, based on the integral turbulence scale and the overall
premixed-flame combustion time, and the Reynolds number RZ, based on the integral scale and the turbulence
intensity, were estimated for this range of conditions and found to lie in the shaded, nearly triangular region in
Fig. 1. This region is inconsistent with the distributed-reaction regime but consistent with the reaction-sheet
regime. Therefore, attention was focused on determining structures of hydrogen-air diffusion flamelets that
may be elements of the turbulent diffusion flames under these conditions.

Although not necessarily the only relevant structure, one flamelet of interest is the counterflow diffusion
flame. The structure and extinction of counterflow diffusion flames of hydrogen and air were investigated for
pressures from 0.5 to 10 atmospheres and for initial temperatures from 300 K to 1200 K. Numerical
integrations were performed for air-side strain rates from 60 s-l to extinction. The numerical results wereI compared with predictions of an asymptotic analysis that involved reduction to one-step chemistry through
introduction of steady-state and partial-equilibrium approximations. Reasonable agreement was found for
concentrations in the main reaction zone at low strain rates. Predicted extinction strain rates appear to be less
than found in earlier numerical integrations but greater than experiment.

The computations began with a 21-step mechanism but found 8 of the steps to be relatively unimportant,
so that a 13-step mechanism (among 8 species, H2, 02, H, 0, OH, H02, H202 and H2O) was obtained.I Representative flame-structure results are shown in Figs. 2-5. The space coordinate x was selected for these
plots because no mixture fraction was entirely unobjectionable. Shown in Fig. 2 are curves of mixture
fraction based on 0 atoms, Z(O), H atoms, Z(11), nitrogen, Z(N), and enthalpy per unit mass, Z(h), the last ofI which agrees with Z(H) but does not yield linear profiles. Figure 2 shows the nonmonotonicity of the scalar
dissipation at low strain rates and the reduction in peak temperature at high strain rate. Figure 3 shows
profiles of major species and Fig. 4 of minor species for the same conditions. The 0 and OHl profiles peak
approximately where the temperature and F120 profiles peak, while I peaks on the fuel side and HO 2 andI 11202 on the oxidizer side of this position for chemical-kinetic reasons. This behavior is consistent with
predictions of an asymptotic analysis for large Damk6hler numbers applied to a one-step mechanism derived
from steady-state approximations for all minor species, and values of all mole fractions at the peaki temperature, predicted from ,he asymptotics, agree with the results of the numerics within a factor of two.
However, the steady states fail at temperatures below about 1000 K.

Figure 5 shows that increasing the pressure to 10 atm greatly decreases the peak values of most radical' mole fractions but affects the OH peak little, also in agreement with asymptotic results. The peak temperature
increases appreciably with pressure, approaching 2800 K at 10 atm, but profiles of scalar dissipation maintain
about the same peaks. Figure 6 shows the dependence of the peak temperature on the strain rate for variousi pressures and ambient temperatures. Extinction events are seen for all conditions shown, except the air
tew.perature of 1200 K. The extinction strain -ate increases dramatically with increasing pressure but depends
only slightly on fuel temperature. In general, extinction is absent when the air temperature exceeds roughly
1000 K at I atm, as would be expected from the chcmical-kinetic crossover temperature between branching
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and termination. The predicted extinction strain rate at 300 K and 1 atm, about 8000 s- 1, is nearly twice an
experimentally reported value but is probably more realistic because of experimental difficulties. Although
these results are quite helpful for defining flamelet structures, effects of turbulent scalar-dissipation variations
through the flamelet, transient chemistry response and nonplanar flamelet structures need study.

In the application of flamelet models to turbulent flames it may be valid and certainly efficient to consider
simplified descriptions of both the chemical kinetic and the fluid mechanical processes. Therefore as an effort
complementary to that described earlier an analysis of hydrogen-air flames in counterflowing configurations
with reduced chemical kinetic and simple transport descriptions is underway. Programs permitting the limiting
cases of frozen and equilibrium as characteiized by the flame sheet approximation are completed and
incorporation of a reduced mechanism to deal with finite rate chemical effects is presently underway. The
results of these simplified descriptions will be compared with the full calculations discussed earlier in order to
ass, .- the possible errors in applications to turbulent flames. In this same regard attention is being devoted to
the special features associated with the incorporation of flamelet models into turbulent flames in high speed
flows in particular with the influence of fluctuations of temperature and pressure in the two streams. A review
which includes some comments on these studie, is to appear as [6].

As a first step towards ascertaining influences of kinetic energy, compressibility and high Mach numbers
in high speed combustion, a theoretical analysis of the inviscid flow between a porous plate and a parallel
impermeable plate was performed for small values of the ratio of the plate separation distance to the lateral
extent of the plates, for both planar and axisymmetric geometries [7]. The problem of computing the flow
field was reduced to the solution of a single integral equation

Y- I FX (P)lI - d(P) dP' = IJE' Lx (Pi P/2 dXP

which was accomplished numerically. The ratio of specific heats y is a parameter of the solution, and
parametric results are presented from y = 1.1 to 7 = 1.67 in Fig. 7. The flow exhibits choking at a critical
value of the lateral extent of the plate, in the vicinity of which the Mach number approaches unity. The results
are needed in providing external boundary-layer conditions for studying the flame structure in the viscous
region between two counterfIowing streams when compressibility is important. The choking limits the Mach
number in the porous-plate experimental simulation, so other experimental configurations deserve
consideration. Analysis of the viscous layer is needed to ascertain whether the flame is more robust at low
Mach numbers, near the centerline, or at high Mach numbers, in the wings. Influences of large pressure
fluctuations on the flame structure also need to be considered.
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SHOCK INDUCED MIXING AND COMBUSTION IN A VORTEX

3 AFOSR Grants No. AFOSR-89-0413 and AFOSR-90-0188

3 Principal Investigator:

E. E. Zukoski
California Institute of Technology

Pasadena, California 91125

i SUMMARY/OVERVIEW:

3 An experimental and computational study is being made of a novel technique to enhance
the mixing and combustion in a supersonic flow between a jet of hydrogen and a co-flowing
stream of air. Impinging oblique shocks are used to produce streamwise vorticity at the
interface between the hydrogen jet and air which causes rapid distortion of the interface
and rapid mixing of the hydrogen and air. Combustion in this type of vortex is being
studied in a burner where combustion is initiated in the mixing layer between a premixed
flow of fuel and air, and the hot products of combustion contained in a recirculation zone
produced by a rearward facing step.I
TECHNICAL DISCUSSION

1 1. SHOCK INDUCED MIXING INVESTIGATION

During the past year we have been studying shock induced mixing of helium and air in
hypersonic flows, and combustion in a vortex produced at the interface between prenixed
fuel-air mixture and burned products of that mixture. In addition, we begun several new
projects under a new grant which started on April 1, 1990 but have not progressed far
enough on these new areas of research to report our progress here. Under the support of
another grant we are also studying the application of the shock induced mixing ideas to a

fuel injector for a hypersonic combustion system. The injector will be studied in tests
carried out in the high Reynolds number, Mach 6 wind tunnel at Langley Field, NASA.

I Shock Induced Mixing Studies: Experimental work has concentrated on understand-
ing the mixing produced by the passage of a shock over a cylinder of helium whose axis
is parallel to the shock front. In the experiments discussed here the "cylinder" was a
vertically directed laminar jet of helium and biacetyl dye which was injected into the test
section of a 43 cm shock tube. Shocks with Mach numbers of 1.10 to 1.15 were produced
in the shock tube and the flow produced after shock impingement on the jet were observed
by viewing the fluorescence of the dye which was produced by passing a sheet of light from
a pulsed dye laser perpendicular to the axis of the jet. In each experiment, the distortion
of the helium cylinder could be observed with an exposure time of about 0.7 microseconds
with an picture of the fluorescence obtained with an enhanced video camera. The distri-
bution of the dye can be determined from the intensity measurement, and thus a good

Smeasure of the motion of the helium can also be determined.
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This study was carried out by Dr. Jeff Jacobs for a range of Mach numbers and several
positions in the jet which correspond to different initial distributions of helium and size of
the cylinder. The apparatus allows study of the flow for several milliseconds after shock
impingement. Jacobs prirna.-y "fforts have bern to undcrtand the scaling of the interaction
with initial size of the cylinder and the incident Mach number. The experiments to date
show that the process is very reproducible and that we can successfully build up an accurate
picture of the whole process by taking photographs of nominally identical experiments at
different times after the start of the interaction.

Jacob's data show that within a few milliseconds after shock impingement about 70% of
the original helium has been mixed with the surrounding air but that the remaining 30%
develops into a stable pair of vortices. The low density helium gas at the center of these
vortices is very stable and techniques to destabilize these vortices with additional shocks
is being inestigated. Computations suggest that this technique will produce substantial
additional mixing.

We are also pursuing the development of a second technique for the production of helium
cylinders in which the the helium gas is contained prior to shock impingement within a
very thin plastic cylinder. The obvious problems here are to show that the cylinder does
not affect the mixing process and to demonstrate that we can avoid spurious light signals
generated by the scattering of the laser light from plastic surfaces which remain in the jet.
The latter problem appears now to be a more serious than the former.

We have developed a calibration system which will allow us to determine the absolute
concentration of the biacetyl dye from the enhanced video camera data in the presence
of nonreproducible spatial and temporal variations of the intensity of the laser beam and
variations in the initial concentration of the biacetyl dye. We are also in the process of
resolving problems associated with the nonlinearity of the enhanced video camera, our
primary diagnostic tool, which demonstrates strong nonlinearities at low light intensities.

Computational Program: The computations of shock induced mixing are being carried
out with the FCT code supplied to us in two versions by J. Boris at NRL, Silver Springs
Maryland. The aim of these calculations is to give guidance for the selection of parameters
to be used in the experimental work and to allow us to determine approximately values of
parameters such as vorticity which we can not measure in the experiments.

During the past year a number of calculations have been carried out on the San Diego Cray
XMP using time made available by NSF. A matrix of the calculations which have been
completed is given in the following tabulation. Much of this data is still in the process of
being analyzed and some additional computations will be completed by June of 1990.

1. Geometry of helium mass has been varied to include: Single cylinders; single cylinders
with sinusoidal perturbations of the radius; single ellipses with aspect ratios of 2 and

0.5; and two and three cylinder configurations.

2. The initial mass fraction of helium was 1.0 at the center and decreased smoothly to
zero at the edge with maximum slope thicknesses of 0.05, 0.1, and 0.2 times the radius.
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I
3. The ratio of channel height to cylinder radius was changed from 8 to 2 and a value of

4 was used in most calculations.

4. The Mach Number of the incident shock was 1.1, 1.2, or 2.0. and both incident and
* reflected shock interactions were studied.

5. Density ratio: In most calculations the density ratio of the gas within the fluid to that
outside was that of helium to air, and in a few cases the density ratio was changed
from 0.138 to 0.78.

Analysis of these computations has led to the development of several scaling procedures
for prediction of the circulation produced by the impinging shock which include the effects
of the density ratio and incident shock Mach number. Comparison with computational
results is good and a comparison with previous experimental results is being carried out
now.

We are also in the process of analyzing these data to determine which geometric configu-
rations and parameter sets will produce the most rapid mixing. Qualitative measures of
mixing can be obtained from the mixing produced by numerical diffusion, and by compar-5 ing the length of contours of a fixed helium mass fraction.

1 2. COMBUSTION IN A VORTEX

In a practical application, the enhanced mixing technique described above involves the
generation of longitudinal vortices in the mixing layer between co-flowing hydrogen jets
and the ambient air stream. Combustion will occur at the interface between the hydrogen
jets and air as the vortices roll up and hence we have been interested in studying combustion
in a vortex. The flow being studied now is that produced by vortices shed from a rearward
facing step which forms the lower wall of a two dimensional combustion chamber and
which acts as a flame holder for a premixed flow of fuel and air which passes over the step.
Combustion occurs in the mixing layer formed downstream of the step between the unburnt
fuel-air flow,which separates form the lip of the step, and products of combustion which
recirculate behind the step. For certain sets of parameters, primarily gas speed and fuel-
air ratio, natural interactions between the acoustic field within the combustion chamber
system and the combustion process cause a regular shedding of vortices from the lip of
the step at frequencies which range between 180 to 530 Hz. Acoustic forcing is also used
to fix the frequency of shedding. We are studying the combustion within these vortices
with a variety of experimental techniques which include pressure measurements through
the combustion system, hot wire velocity measurements in the cold gas, and ionization
probe delineations of regions of combustion.

Diagnostic techniques developed during the past year include the ability to obtain a digi-
tized map of the intensity of chemiluminescence produced in the two dimensional premixed
flame and 10 microseconds later a spark shadowgraph photographs of the density field. The
exposure times for the shadowgraph and video camera photographs are about 1 and 10
microseconds which is short enough to give excellent time resolved photographs of the flow
which contains velocities of about 30 m/s.
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None of these techniques can be used to obtain photographs faster than about 30 per
second so that they can not be used to map out the time history of one vortex. However,
we can use a phase locking technique to obtain data from many vortices and build up
a picture of the average history of the development of the combustion process. In this
technique, the zero crossing of the pressure oscillation is measured and photographs are
taken at a selected time delay later. Changing the time delay allows the whole cycle to be
observed.

In addition, we have put into operation a two beam LDV which is being used to measure
the velocity field of the flow as a function of position and time. The phase locking tech-
nique must be used here again so that data taken at different positions and times can be
correlated.

Using these three techniques and continuous record of pressure, hot wire measurements of
the cold gas speed at the flame holder lip and ionization probe measurements at several
positions within the hot gas, we are now mapping the heat release pattern, as indicated by
the chemiluminescence, the density field from the shadowgraph photographs and velocity
field in the vortex.

Results obtained with these techniques show that the rate of combustion in the shear layer
during the early stages of the growth of the vortex are relatively slow and are much more
rapid after the vortex has grown large enough to impinge on the lower wall of the duct.
The data also suggest that stretching of the interface between the hot products and the
combustible mixture by the rapid growth of the vortex may inhibit combustion at the
interface.

PAPERS:

Hendricks, Gavin J. and Marble, F.E., "Shock Enhancement of Supersonic Combustion
Processes," accepted for presentation at the 26th Joint Propulsion Conference sponsored
by the AIAA/SAE/ASME/ASEE.
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(415)294-2650 University Park PA 16802

(814)863-1501
FAX 865-3389

Dr Claude Merrill Dr Michael M. Micci
AL/MKPL 233 Hammond Building
Stop 24 Pennsylvania Sta-e University

Edwards AFB CA 93523-5000 University Park Pa 16802
(805)275-5169 (814)863-0043
AV525-5169

Dr Richard S. Miller Dr Charles Mitchell
Office of Naval Research Dept. of Mechanical Engineerin
Mechanics Division, Code 432 Colorado State University
800 North Quincy Street Fort Collins CO 80523
Arlington VA 22217-5000 (303)491-6654
(202)696-4403

Mr T S Mogstad Dr. Robert Moriarty
McDonnell Douglas Astr.Co-West University of Illinois
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P.O. Box 13222 Edwards AFB CA 93523-5000
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Pfaffenwaldring 31 MS/747
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* DIAGNOSTICS IN REACTING MEDIA
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Center for Fire Research
Gaithersburg MD 20899
(301)975-6668
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(505)667-4156 Princeton NJ 08542

(609)921-7070

Dr. B. J. Cantwell Dr. T Charalampopoulos
Department of Mechanical Mechanical Engineering Dept.

Engineering Louisiana State University
Stanford University Baton Rouge LA 70803
Stanford CA 94305-3032 (504)388-5792
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AV785-2246 Storrs CT 06268

(203)486-2415
(203)486-2189

300



Dr Werner J A Dahm Lt Col Larry P Davis
Department of Aerospace AFOSR/NC

Engineering Bolling AFB DC 20332-6448
The University of Michigan (202)767-4963
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University of Texas at Austin AV872-0360
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(513)255-2175 Naval Research Laboratory
AV785-2175 Washington DC 20375
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